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10.1 Mission Operations Center (MOC) Hardware

10.1.1 Operations Strings

There are two sets or strings of computers used for routine operations.  Strings 4, 5, and 6 each have a frontend host computer and associated peripherals. The default frontend number matches the string number you bring up, however a non-default frontend connection may be made.  One string is used for operations at all times.  

The offline string is usually used for software testing or other offline processing.  If the offline string is configured for testing or offline tasks, when the primary operations string fails, the processes are terminated and the offline or backup string becomes the Primary string for operations.  During maneuvers or other special activities, an offline string is configured as a hot backup.  

Note:  It is the FOT's responsibility to ensure that only one string has command ability.

The offline string is used to perform offline activities such as analysis, testing, simulations, and file processing.  Some additional realtime activity, such as transmitting FDF displays during maneuvers, may also be performed with the offline string.  The software and procedures for automation are normally hosted on all strings.

All operations computers are interconnected via an Ethernet network called the TPOCC Local Area Network (TLAN).  

See Figure 10.1 System Hardware Diagram.  There are no connections to the outside world from the strings.  In order to preserve string security there are limited connections from the Command Management System (CMS) and Integrated Trending and Plotting System (ITPS).

10.1.2 Frontend Hardware

An HP J282 workstation serves as a TPOCC Frontend Processor (FEP) and file server.  The frontend performs the main functions of the TPOCC software.  Each frontend has 512MB of memory, a 73 GB external hard drive, a CD-ROM drive, and a 4-mm tape drive.

All files in the /home directory reside on the frontend for each string.  Any problem that prevents the workstations from connecting to a frontend results in the inability to use that string of computers.  However, a workstation may connect to a frontend not typically associated with that string’s frontend.

The frontend does not have its own monitor for displaying graphics.  A switchable text display located near the router rack in the corner of the IMOC allows the user to display text from the Frontend of their choice.  A rotating switch, positions 1, 2, 3, 4, 5, and 6, connects an operator for interfacing with the corresponding frontend.  Currently SOHO uses only positions 4, 5, and 6 for frontends 4, 5, and 6.

The hostnames for mission operations computers use a convention.  The first two characters specify the mission itself.  The mission identifier for SOHO is "sh".  Next, there is a number specifying the string number (e.g. 4; 5; 6).  The next two characters specify the system type of each computer.  Some of the possible system types are frontend ("fe"), workstation ("ws"), xterminal ("xt"), and router or gateway ("gw").  The last is a number allowing for more than one system of the same kind.  For example, the first system of that kind is number “1”.  If there is a second system on that same string it is designated number “2”.  For example, the hostname for the SOHO string 4 frontend is sh4fe1 (soho string 4 frontend “1”).  The hostname for string 5 frontend is sh5fe1.

10.1.3 FOT Workstation Hardware

10.1.3.1 Command Console

An HP J282 workstation with two monitors serves as a command console.  Typically, the SOHO operator uses this workstation to send commands and run procedures.  Each FOT workstation has 512MB of memory, a 73 GB external hard drive, and a CD-ROM drive.  The FOT workstation is considered the first computer on the string; therefore, its hostname is shxws1, where x equals 4, 5, or 6.  The offline FOT workstation has an external one 9 GB hard drive, 
a 4-mm tape drive, and three 73 GB external hard drives.

10.1.3.2 Telemetry Monitoring Console

An HP B2600 workstation serves as a supplementary operator console.  Typically, the operator uses this workstation to monitor the spacecraft.  This workstation is a 500 MHz PA-8600 processor with 512 MB of memory, a 36 GB internal hard drive, and a DVD-ROM drive.  Because this system is a second workstation on the SOHO string, the system type number is incremented.  The hostname for the workstations on strings 4, 5, and 6 are sh4ws2, sh5ws2, and sh6ws2, respectively.

10.1.3.3 Manual Monitoring or Activity Console

Two HP Envisex X-terminals serve as additional displays.  X-terminals have no processors, CPU’s, of their own.  Instead, the CPU of a remote computer performs all tasks while displaying the results on the X-terminal.  The X-terminals can be used to bring up additional spacecraft monitoring pages, or run supplemental software.  Typically, one of the X-terminals, xt1, is the telemetry-monitoring console.  The other, xt2, is the manual monitoring console, used by the SOHO Observatory Engineer (OE) to monitor critical tasks.  String 4 xt2, and string 5 xt1, stations have 3.5” floppy drives.  The offline string has only one HP Envisex X-terminal called sh6xt2 instead of two.  Note that the hostname sh6xt1 was skipped.  The host does not exist.

The hostnames for the X-terminals are:

· String 4
sh4xt1 and sh4xt2.

· String 5
sh5xt1 and sh5xt2

· String 6
sh6xt2

Typically, xt1 is hosted by ws1, and xt2 is hosted by ws2.  To avoid UNIX process problems, use the fot account to login to workstations, and the sohofot account to login to X-terminals.  If you use the same account, fot, on both the workstation and the hosted X-terminal, you may unintentionally kill the TPOCC software on both systems when logging off an X-terminal.

Below is an example of unintentional TPOCC software kill

· A workstation, ws1 or ws2, is logged on under the fot account.

· An X-terminal is logged on under the fot account.  It is a slave to the workstation

· Next, you kill TPOCC software on the X-terminal under the fot account.

· Processes under the fot account running on the X-terminal and workstation are killed.

10.1.3.4 EOF Monitoring Console

One X-terminal in the EOF SOC office serves as a display for the SOC to examine POCC display pages during critical operations.  This X-terminal can connect to string 4, string 5, or string 6.  The string not currently being used for operations is typically configured for the EOF SOC connection.  The hostname for this x-terminal is shnxt3, where n is the string number.

[image: image1.wmf]
Figure 10.1 System Hardware Diagram

10.1.3.5 Restricted IONET (RIONET)

There is currently no information on the RIONET implementation for SOHO 

10.1.4 Command Management System (CMS) Hardware

There are two host computers used for command management, sh4cm2, and sh5cm2.  Both operate on HP B2000 series workstations using a 785 MHz processor with 512 MB memory, and 9 GB internal hard drive, CD-ROM drive, and a 4 mm tape drive.  Each CMS is connected to the TLAN.  Outside access is provided through a security firewall to the EOF Core System (ECS). See Figure 10.1 System Hardware Diagram  


10.1.5 ISTP Real Time Subsystem (IRTS) Hardware

There are four IRTS host computers, but only two (2) are typically used for SOHO.  The other two (2) are used by the WIND MOC.  However, SOHO can use them if both of our systems fail and vice-versa.  The SOHO IRTS machines are called IRTS3 and IRTS4.  The WIND IRTS machines are called IRTS1 and IRTS2.

Each IRTS computer consists of a Sun Ultra Enterprise 2 Model 2300 workstation that have dual 300 MHz processors.  IRTS 3 and IRTS 4 computers reside near the door to the IMOC.  IRTS 1 and IRTS 2 reside in the WIND MOC.  A T-switch in the SOHO IMOC provides console access to all four IRTS computers.  The FOT mainly uses the network to remotely access the IRTS from the FOT Workstation.  The FOT uses a remote display on the FOT workstation to monitor IRTS telemetry and forwarding tasks to the EOF.

10.1.6  Integrated Trending and Plotting System (ITPS) Hardware

The FOT has two ITPS machines in the IMOC. 

· sh6itps is a Dell Precision 560 workstation with two 3 GHz Xeon processors, a 40 GB hard drive, a 240 GB SATA RAID, 1 GB RAM, DVD-ROM drive running Windows 2000 Pro.


· sh4itps is a Dell Precision 670 workstation with two dual-core, 3.4 GHz Xeon processors, a 40 GB hard drive, a 272 GB SATA RAID, 1 GB RAM, DVD-ROM drive running Windows XP Pro.  

A 4-mm external tape drive and a 500 GB external backup hard drive are used to backup both ITPS machines.  Each ITPS machine may make external connections to the DPS through a security firewall.

10.1.7 Data Processing System (DPS) Hardware

The FOT has two DPS machines named sohodps-1 and sohodps-2.  The machines are located in room C-156 located across from the SOHO EOF room.  Each DPS is a Sun Enterprise 450 with two 400 MHz processors, 290 GB hard drive, 512 MB or RAM running Solaris 2.6.  The machines continually process and distribute SOHO telemetry.

10.1.8 Raw Data Archive (RDA) Hardware

The RDA tape library contains two DLT tape drives, four input ports, and 96 tape storage slots.  The RDA is a shared resource between missions.  Currently WIND, GEOTAIL, and SOHO share the resource.  Each mission has a number of full tapes, one active tape, and blank tape(s).  Each tape holds 40 GB uncompressed or up to 80 GB compressed.  When the mission’s active tape is filled, the next blank tape for the mission becomes the active tape.  When all of the mission’s slots are filled, the tape(s) are removed, and new tape(s) put back in a removed tape’s slot.  Refer to the procedures in the DPS Work Instructions detailed in a document:

SOHO DPS Work Instructions, 581.M-PROC-0004, Original version, with an issue date of January 31, 2009.
The RDA has the current slot allocations:

· 54 slots for SOHO

· 18 slots for POLAR (Inactive Mission)

· 7 slots for GEOTAIL

· 4 slots for WIND

· 4 slots for copies

· 4 slots for system backups

· 4 slots for old archives

· 1 slot for cleaning.

10.1.9 Scalable Integrated Multi-mission Simulation Suite (SIMSS) Server Hardware

The SIMSS PC is 550 MHz Pentium 3 with 256 MB of RAM running Windows 2000.  The SIMSS is connected to the TPOCC strings through the TLAN.

10.1.10 Local Area Network (LAN) Hardware

Each string including frontends, workstations, X-terminals, and printers that are connected via Ethernet cables to a 3Com SuperStack II switch located in a rack in the corner of the IMOC.  All connections except the connection to the frontend are 10baseT, with a maximum data transfer rate of 10 Mbps.  The connection from the switch to the frontend is 100baseT, with a maximum data transfer rate of 100 Mbps.

Each switch is connected to two TLAN routers, one prime, and one fail-over.  Fail-over is not automatic.  A TPOCC System Manager (TSM) must perform the fail-over.  These routers allow connections to other TPOCC systems, including those of other missions around GSFC.

The TLAN routers are connected to the secure IP Operations Network referred to as the “Closed IONET”.  The IONET allows connections to the Flight Dynamics Facility (FDF), and to a security firewall named Gatekeeper.  Gatekeeper allows only certain connections to or from the outside world.  Among these are connections from IRTS to EOF, the CMS to EOF, and the DPS to the IMOC.

Two LANplex 2500 switches provide connections to the Nascom/DSN data network.  String 4 frontend, sh4fe1, is connected to one LANplex.  Frontend 5 and frontend 6, sh5fe1 and sh6fe1, are connected to the other LANplex.

The two SOHO IRTS machines are each connected to one of the LANplex switches.  String 4 and IRTS3 share a switch.  String 5 and IRTS4 share a switch.  String 6 and IRTS3 share a switch.  Due to restricted I/O net development, string configuration may change, however current defaults are:

· String 4 frontend 4, sh4fe1, with telemetry from IRTS3.

· String 5 frontend 5, sh5fe1, with telemetry from IRTS4.

· String 6 frontend 6, sh6fe1, with telemetry from IRTS4.

Because there is only one piece of equipment between the frontend and the default IRTS, the probability of a local network failure is low.  In contrast, a connection from string 4 to IRTS4 would have to pass through the TLAN routers and other equipment, which increases the possibility of failure and increasing network traffic on the TLAN.  So, while it is possible to connect the string frontend to a non-default IRTS, you would not do so under normal operations.

10.1.11 
Database Administration System

The Oracle software required to perform the database activities is located on sh5ws1 and sh6ws2.  The user ID, sohoadm, must be used for all database activities.  The work can be done using a remote login as well as direct access to the workstation.  Refer to FOP Appendix N for information on using database software.

10.1.12 
Peripheral Equipment

10.1.12.1  
CCTV Monitor

A closed circuit television monitor is provided for viewing of NASA Select programming.

10.1.12.2  
Printers

There are two HP color LaserJet 2550 Ln printers in the IMOC designated as sh4pr1 and sh5pr1.  Each is capable of printing color images and black/white images.

10.1.13      Attention!® Servers

As part of SOHO automation, there are four Dell PowerEdge 1950 servers, each with an Intel Dual Core 3.0 GHz processor, 1GB of memory, and a 75GB hard drive.  These servers run the, “Attention!®”, notification software.  The first server, sohoattn1, is the primary notifier.  The second, sohoattn2, is the backup notifier.  The third, sohoattn3, monitors all of the Attention!® servers.  The fourth, sohoattn4, is the database for sohoattn1 and sohoattn2.

10.1.14 
Electrical Power

All operational systems are connected to a power distribution unit (PDU), which are in turn connected to an uninterruptible power supply (UPS).  SOHO uses two separate PDUs in case one fails.  PDU 15 is connected to UPS 15 and PDU 16 is connected to UPS 20.  In the event of a commercial power failure, the operational systems continue to operate.  Each operational string is connected to a PDU.  In general, each string uses a different PDU.  Strings 4 and 5 now have units to switch power from one PDU to another.  Therefore, a power loss will not require switching strings.  The, Attention!®, servers are set up to draw power from both PDUs, so a loss of power to either PDU will have no impact on them.  See Table 10.1 PDU Assignments.

	System
	PDU

	sh4fe1
	16

	sh4ws1
	16

	sh4ws2
	16

	sh4xt1
	16

	sh4xt2
	16

	sh4cm2
	16

	sh4itps
	16

	sh4pr1
	N/A

	LANPlex sh4
	16

	3Com switch sh4
	16

	sh5fe1
	15

	sh5ws1
	15

	sh5ws2
	15

	sh5xt1
	15

	sh5xt2
	15


	System
	PDU

	sh5cm2
	15

	sh5pr1
	N/A

	3Com switch sh5
	16

	LANPlex sh5 & 6
	16

	sh6fe1
	15

	sh6ws1
	15

	sh6ws2
	15

	sh6xt2
	15

	sh6sim
	15

	sh6itps
	15

	3Com switch sh6
	16

	IRTS1
	15

	IRTS2
	16

	IRTS3
	15

	IRTS4
	15

	SIMSS PC
	15


Table 10.1 PDU Assignments

10.2 IMOC Software

10.2.1 General

The SOHO FOT uses many software tools to command the spacecraft and monitor spacecraft health and safety.  These tools work in an integrated environment using the Common Desktop Environment (CDE) as a graphic user interface (GUI).  The following sections are descriptions of these tools with references to further sections and documents for more information.

10.2.2 SOHO Actions Window

The SOHO Actions window provides an easy way to launch applications for use in operations, such as the POCC software, the Command Panel, and editors (Figure 10.2).

In general, you start an application by double-clicking on the icon in the Actions window.  For an application that requires more information, a dialog pops up requesting the information.  For example, if you double-click on the SOHO_START action you will be prompted to "Enter FEP hostname".  You would type in the frontend hostname (e.g. sh4fe1) and click "OK".

Alternatively, if you right-click on the icon, a menu lists a default action, plus some predefined choices for that application.  For example, Figure 10.3 shows the menu for SOHO_START.  The lower portion of the menu shows the default action, STARTFE, plus three predefined choices -- one for each SOHO frontend.  Selecting START_SH4FE1_FE is equivalent to double-clicking the icon, then typing sh4fe1 into the dialog box.
Text configuration files define actions.  The file /home/soho/ops/.dt/types/soho.dt defines the actions for the SOHO Actions window.  Each action record contains information such as: display icon, and what UNIX command to execute when the action is started.  For most SOHO actions, the UNIX programs and scripts reside in the directory /home/soho/release/ins_hp/usr/local/bin/.  For example, the SOHO_START action executes the script in that directory called soho.start.sh.  This script expects the hostname of the Frontend as an argument.  (e.g. soho.start.sh sh4fe1)  Therefore, selecting START_SH4FE1_FE from the actions window is equivalent to executing the UNIX command /home/soho/release/ins_hp/usr/local/bin/soho.start.sh sh4fe1.  For more information on actions, see RD55, the CDE 1.0 Advanced User’s, and System Administrator's Guide.
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Figure 10.2 The SOHO Actions Window
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Figure 10.3 SOHO Actions Window Submenu

10.2.3 POCC Software

The SOHO Payload Operations Control Center (POCC) software provides the ability to monitor the health and safety of the SOHO spacecraft.  It also provides the ability to send commands to the spacecraft.  RD31, the POCC System User's Guide (SUG), details the operation of the software.  That information will not be duplicated here.  Instead, this section outlines information about what operations are done using the software and information that is not documented in the SUG.

10.2.3.1 Transportable Payload Operations Control Center (TPOCC)

The Transportable Payload Operations Control Center (TPOCC) is the application software providing realtime interactive operations control of the ground systems for communications with the spacecraft.

The FOT initializes TPOCC from ws1.  This begins TPOCC processes on the string frontend and starts display software on the workstation.  If TPOCC is already running on the string, starting further sessions simply brings up display software.

10.2.3.1.1  
TPOCC System Test and Operations Language (TSTOL)


The TPOCC System Test and Operations Language (TSTOL) is the scripting language used for coding spacecraft and ground procedures.  Appendix A of reference RD31, the POCC System Users Guide (SUG), provides a detailed description of all the available TSTOL directives and their appropriate usage and syntax.  This section provides data about the directives not contained in the SUG, and data gathered through testing and use of the software.  Guidelines for coding procedures coding for the SOHO mission can be found in Appendix I, "TSTOL Procedure Style Guide".

10.2.3.1.2  
Undocumented TSTOL and TPOCC Features

When a TSTOL WAIT or ASK directive is executed, a watch in the same session is suspended until the ASK or WAIT exits.  After the ASK or WAIT exits the watch immediately executes the number of times that the watch would have run while it was suspended.  The value that the WATCH uses is the value that the mnemonic contains after the watch resumes.  The longer the delay the more likely a problem, such as a false limit violation or configmon report may result.  Do NOT leave procedures in a prolonged “Wait” state on a workstation or X-terminal running a watch.

Do NOT declare GLOBAL and LOCAL variables with the same name in a procedure or declare a local variable with an external global variable name.  Unexpected procedure behavior may result. 

Do NOT create variables that are case sensitive or use special characters.  Variables using characters other than alphanumeric characters, or an underscore, or are case sensitive must be surrounded in single quotes when declaring or referencing them.

Do NOT nest built-in TSTOL functions such as %GMT, %TIME, %LOG_PROCEDURE.  This is considered unreliable.

Sometimes procedures may hang due to an invalid command state.  This is typically caused by commands being loaded into the buffer before TPOCC software considers the buffer free.  Trying to command during NRT may cause this error.  Invalid command state errors may be resolved by moving up in the procedure using GOTO or POS directives, to again execute those procedure lines.

Commands issued from a backup string to a station not used by the primary string will appear as green command echoes.  No BARM messages appear on the backup string.  If a backup string is configured for the same station as the primary, command echoes will appear cyan in color.

10.2.3.2  
History Files

The POCC can keep history files for telemetry blocks, frames, packets, commands, and events. The history files include anything that appear in the event window, including procedures, commands, configuration monitor and limit violations.  The POCC Frontend writes these files, when opened with the HISTORY TSTOL directive.  

The directory path where history files are located is /home/soho/ops/output/logs.

Each type of history is named HXDOYHHM.MSS, where X denotes the file type:

· B is for telemetry blocks

· C is for commands

· E is for events

· F is for telemetry frames

· N is for non-telemetry blocks (monitor blocks and command echoes)

· P is for telemetry packets.

The file is named based on the time the file is opened.  

The FOT routinely deletes and does not retain real-time block history files (e.g. HB203122.450)

A command file opened on DOY 203 at 12:24:50 has the filename HC203122.450.  

The FOT also creates an event report using the EVTRPT TSTOL directive as a backup.  

This report is in a text format, so that it is easily readable.

10.2.3.3 Orbit Field Usage

The POCC software provides a capability to specify an orbit number.  The orbit number is stamped on all history files, allowing one to identify for which orbit a particular file was collected.  Because the actual SOHO orbit lasts approximately six months an alternative use for the orbit number has been devised to facilitate access to data based on logical data segments.  The orbit number allows a maximum of five digits

Orbit number determination is defined in Table 10.2, which allows mapping between the spacecraft orbit number and the logical orbit number.  The corresponding Year, Day of Year (DOY), and Pass Sequence number (e.g. 1, 2, 3, etc.) for the Julian day is used.  This example uses the fifth pass on day 101 in 1996.

	Digits
	Description
	Example

	First
	The fourth digit of the current year (i.e. 1996 would be “6”)
	6xxxx

	Second, Third, and Fourth
	The second, third, and fourth digits specify the Day of Year (DOY).  (i.e. DOY 101)
	6101x

	Fifth
	The fifth digit represents the order of the pass in the operational day.  (i.e. The fifth pass of the day would be “5”.)
	61015


Table 10.2 SOHO Orbit Number Specification

The logical orbit number is used for all realtime passes and VC4 operations.  When interacting with the SOHO simulator, use orbit number 99999.  This allows for easy identification of history files containing data from the simulator.  These files must NOT be archived in the same location as data from the actual spacecraft.

10.2.3.4 Restore the Event Window

If you accidentally close the TSTOL event window, you can bring up another by typing the following into a terminal window:

DCE_event <frontend hostname>  (e.g. DCE_event sh4fe1).  

Do not bring up the EVENT window as a normal page, as this will slow down and possibly crash the string.  To get an event window from another string just specify the frontend name for the other string.  POCC software must be already running on the target string.

10.2.3.5 POCC Displays from Another String

Displays can be brought up, the header, the blue TSTOL command window, and the event window, from another string if necessary for monitoring.  For example, using the shell script getstring 5 gets displays from string 5.  

CAUTION:  Using getstring causes extra network traffic and may possibly crash a string.

10.2.3.6 Directive Constraints

Do not use the "RESET" TSTOL directive.  Its use can result in invalid limit violations.

Do not use the "GRDOVL" TSTOL directive unless directed by an OE.

10.2.3.7 POCC Software Shutdown

Typically, when not in contact with SOHO, shutdown all of the POCC software and log out of the system.  When the login screen appears, click "Options...Reset Login Screen".  This restarts the X server of the system and frees up a small amount of system memory.

10.2.4 UNIX

The TPOCC environment is built on the UNIX platform.  UNIX is a command line interface (CLI) operating system (OS), which means commands are usually typed in by the user.  There are many versions of the UNIX OS.  Hewlett Packard's implementation of UNIX is called HP-UX.  SOHO uses HP-UX version 11.11.

The TPOCC system utilizes X-Windows, a graphical user interface (GUI) that helps bridge the gap between the user and the UNIX environment.  SOHO uses the Common Desktop Environment (CDE), which is a cooperative arrangement between HP and Sun.  It is often faster or simpler to use a UNIX command than it is to use the X-windows or TSTOL equivalent.  The FOT interfaces with UNIX during all spacecraft contacts.

The UNIX system has a built in UNIX help system the FOT can access.  The UNIX command is man in lower case text.  To find out information on any command type "man", then the <argument>.  For example, “man man” gives you information on how to use the manual UNIX command.  In addition, “man ls” gives you a text display on the command UNIX command “ls”.

The UNIX systems in the IMOC typically do not need periodic shutdowns.  The GSEs or the TSMs determine when a system shutdown is needed.  Appendix R contains a list of commands with which the FOT should become familiar.  Use the online manual (the man command) for more information.

10.2.4.1 File Transfer Protocol (FTP)

FTP allows the FOT to copy or move files from one location to another.  To use this protocol, invoke the UNIX command ftp.  Following are several hints to using FTP.  Use the man directive to find a complete user's guide.

Note the files you are copying and where you are placing the copies.  It is very easy to take an old version of a procedure and overwrite a newer version.  Use the ftp commands cd and lcd to insure you are placing the files in the proper directories.

To start FTP you need to know the hostname or IP address of the machine to which you are connecting.  For example, ftp sh4ws1 connects to POCC string 4, workstation 1.  The file /etc/hosts contains a list of available computers.  Make certain the ftp host is not to the same system that holds the file to be sent, since the transfer will delete the contents of the file.  A username and valid password are needed to connect to any machine.  After keying in your username and password, there will be an ftp> (prompt).  Now you can use the following commands to send and receive files.  For help with ftp commands, at the ftp prompt enter '?' and then the command.  Appendix R contains a list of ftp commands.

10.2.4.2 Shell Aliases

An "alias" will allow a simple repeated task to be done more easily.  For example, you could define an alias “bin” that executes the command cd /home/soho/ops/bin.  The FOT has many aliases defined in the file /home/soho/ops/.cshrc.  When you define an alias, the "\!*" substitutes the command line arguments.

10.2.5 FOT UNIX Shell and Perl Scripts

Scripts allow you to perform a complex repeated task more easily.  The FOT needs to be familiar with a large number of scripts.  Most scripts are located in the directory /home/soho/ops/bin on any of the operations strings.  Appendix R gives a short description and usage statement.  If the script requires arguments, these are underlined.  If the arguments are optional, they are enclosed in brackets (<>).

10.2.5.1 Security

10.2.5.1.1  
Password Requirements

All user accounts on NASA computer systems have password requirements.  All passwords should contain 12 characters, including at least one non-alphanumeric character, and at least one letter in the opposite case of the rest.  (i.e. not all uppercase or all lowercase).  Passwords should NOT be single words from the dictionary, though two words joined with symbols or numbers are acceptable.

10.2.5.1.2  
Network Security

Occasionally the TSM and NASA security personnel conduct network security scans on the TPOCC strings.  If they find any vulnerability, the GSEs coordinate the fix with the TSMs.

These network scans can be intensive and cause problems with the systems being scanned.  Therefore, in-depth scans will not be performed during a DSN contact.  In addition, the “Extreme” scan will only be done on new systems not yet connected to any network.

10.2.5.1.3 
X Windows Security

By default, only other SOHO hosts can connect to your display.  You can change what hosts have permission to connect to your display with the xhost command.  

· NOTE: NEVER use the command “xhost +” (no hostname given)!  

· This allows anyone on the TLAN to connect to your display.  

· Always use the hostname of the remote system (e.g. xhost sh4ws1).

For security purposes, X Windows limits which systems can display windows on your local system.  When another host has permission to display windows on your screen, that host can also monitor quite a few things about your own display, including keystrokes and mouse movement.  This would allow an attacker to steal passwords, or even send commands to the spacecraft. 

The X windowing environment displays windows from remote systems on a local monitor.  TPOCC windows to be displayed from another string using the getstring script is described in Section 10.2.3.5.

10.2.6 Display Page Generation

Display pages are generally defined on a subsystem level.  The pages provide an overview of various spacecraft functions.  The parameters for display pages contain telemetry from various systems and packet IDs (APIDs).  Adhere to the following guidelines in the development of the display pages.  For all pages developed containing telemetry from only one packet, add the packet name and packet time to the display page:

10.2.6.1 Experiments Display Pages

For each experiment, there is at least one experiment overview page, which contains power and safe operation indicators.  These pages provide a quick assessment of the experiments' health.  The display page names follow the naming convention specified in Appendix I for procedures.  Additional experiment pages dedicated to individual instruments are provided to ascertain a more thorough status of an experiment's operational state.

10.2.6.2 SVM Display Pages

For each spacecraft subsystem, there is an SVM overview display page, which provides high-level status.  Hardcopies of frequently used pages are included in Appendix H (MOC Displays).

10.2.6.3 Page Editor

Relatively simple display pages can be created using the Page Editor.  In addition, you can build a new page using the editor, and then modify the page UIL file using a text editor as needed.  However, if you change the UIL file using a text editor, you will no longer be able to edit that page using the Page Editor.

Start the editor from the SOHO Actions window.  Right click on the icon labeled "SOHO_STARTUP_PAGEEDIT".  Then, select the Frontend for the string you are using.
For example, if you are on string 6, select sh6fe1.

After a few moments, two windows will appear.  One window is titled
 "SOHO POCC Wildcard Builder" shown in Figure 10.4 and another independently movable window titled "BLANK-SOHO" to the right.
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Figure 10.4 Page Editor – Main Window

10.2.6.3.1 
Object Type Selection

To select the type of object to be added, click on the small button to the left of the type desired.  A "Telemetry Point" is a value downlinked from the spacecraft.  A "System Variable" is a ground software system variable.  An example of this would be the next telecommand block (TCB) to send value, TC_BLK_NEXT.  "Static Label" means that you want to put text only on the page.

10.2.6.3.2 
Mnemonic Browser

To open the mnemonic browser, click on the "Mnem Browser" button in the main window.  See Figure 10.5 Page Editor - Mnemonic Browser.  Use the mnemonic browser to browse all available telemetry points and system variables.  Please note that because there are so many mnemonics, it takes about a minute for the browser to appear after clicking on the “Search For” button.
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Figure 10.5 Page Editor - Mnemonic Browser

The "Search For" box allows you to search for a particular mnemonic or group of mnemonics matching a pattern.  For example, if you enter "AKSSU*" and click the "Next" button, the browser will find all mnemonics that start with "AKSSU".

After selecting a mnemonic, click on the "Details…" button to obtain information such as the TPOCC process (e.g. SOHO_DECOM), variable type, units for the mnemonic, a short description of the mnemonic, and any discrete states for that mnemonic.  The example shows the details for the mnemonic AKSSURA1 in Figure 10.6 Page Editor - Mnemonic Details on the next page.
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Figure 10.6 Page Editor - Mnemonic Details

In the above example, the "Name" of the mnemonic is AKSSURA1 from the SOHO_DECOM "Process".  The "Type" shows TP_CVT_SFP -- TPOCC Current Value Table Single-precision Floating Point.  The value is in "Units" of "Rad", or radians.  The "# Elements" is 1, indicating that the telemetry point is not an array.  (Values greater than one indicate an array)  The "Element Size" is the number of bits required to represent the mnemonic.  The "Description" is extracted from the database.

If a mnemonic has discrete states (such as ON or OFF), the information for those states will be displayed in the bottom half of the "Mnemonic Details" page.  The next example shows the details for the mnemonic AAACSFPA in Figure 10.7.  This mnemonic has two discrete states, shown in the "State Names" box -- "NO FPSS ANOM" and "FPSS ANOMALY".  The state "NO FPSS ANOM" is selected.  Information for that state is shown to the right.  The "Low Range" shows the lowest raw value possible for that state.  The "High Range" works similarly.  When the two values are equal, only that exact value causes that state.  In this case, AAACSFPA must equal “0” for the state to be "NO FPSS ANOM".
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Figure 10.7  Page Editor - Mnemonic Details (Discrete states)

The "Foreground Color" is the color of the text displayed for the selected state.  The "Background Color" is the color of the screen behind the text.

In the example, "NO FPSS ANOM" is green text on a black background.

The next example shows the details for the second state for AAACSFPA -- "FPSS ANOMALY"  in Figure 10.8.  The "Low" and "High Range" are “1” -- AAACSFPA must be “1” for this state.  

The text is black on a yellow background.
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Figure 10.8 Page Editor - Mnemonic Details (Discrete states 2)

Select the mnemonic or system variable desired, then click on the "OK" button.  The name of the value will appear in the "Mnemonic" box in the main editor window.  The process associated with that value appears in the "Process Name" box.

You do not have to use the mnemonic browser if you know the name and process of the value you wish to display.  Instead, type the name of the value in the "Mnemonic" box, and the name of the process in the "Process Name" box in the main editor window.  For more information about processes, see RD31, the SOHO System User's Guide (SUG).
10.2.6.3.3 
Display Format Selection

Choose how you want the value displayed by clicking on the button to the left of the desired type.  For certain types, you can choose to use the engineering converted value.  You can also choose the number of decimal places to display.  If the value is part of an array, you can choose which element of the array to display.

10.2.6.3.4 
Label Text

Type the text you want to show on the page describing the data displayed.  For instance, for AKSSURA1, you might use the text "Star 1 Roll Angle".  There is a default limit of 16 characters.  However, you can change this by selecting "Field Display Length" from the "Settings" menu.  In addition, the uis file could be edited by hand to increase the text field length, if needed.  See section 10.2.6.4.

10.2.6.4 Manual Page Editing

The POCC Page Editor is actually a frontend tool for writing pages in the OSF Motif User Interface Language (UIL).  UIL is a text language.  The UIL file may be edited to make changes to a page.  Many pages we now use were first created using the Page Editor tool, then edited manually.

Each page consists of three files.  The files have the same name as the page, but each has a 3-character extension named uid, uil, or uis.  For example, the page cmodec consists of three files:  

· cmodec.uid

·  cmodec.uil

· cmodec.uis.

The .uil file is the actual UIL language for the page.

The .uis file is very similar to the .uil file, but it can contain User Interface Source (UIS) macros.  These macros help keep the user from having to define discrete states and/or units by hand.  For example, the macro tlmRange(<mnemonic>) places the discrete states and colors for the mnemonic as defined in the database in the .uil file.  In the following fictional example, the mnemonic "foo_mnemonic" is defined in the database as "low" when between 1 and 5, and "high" when between 6 and 10.

The line in the .uis file:

XtpNrangeMapString = tlmRange(foo_mnemonic)

becomes this in the .uil file:

XtpNrangeMapString = "1:5, low, green; 6:10, high, red";

Edit the .uis file to make changes.  After editing, pages must be compiled using the command make_dsp (ex:  make_dsp <pagename.uis>).  You must use the .uis file as the filename.  The compiler will warn you if you have made syntax errors in the .uis file.  Reference Appendix E to ensure the configuration control process is followed for all page edits.

The .uid file is a compiled page.  It is a binary file.  The binary file should not be edited.  

This file must be present in the ~/output/pages directory for the page to work.

For more information about UIL, and the Page Editor, see reference RD57, the "TPOCC Display Page Creation User's Guide for Release 12”.

10.2.6.5 Purge Utility

The purge function is used to clean the TPOCC string of old files.  The SOHO GSEs or System Administrator may select the types of files to delete and how often.  Two utilities that purge files from the system are called Manual Purge and Automatic Purge.  There is another utility, Kill Purge, which kills these two purge functions.  The purge utilities run on the workstation where they are started using the Actions Window.  Only launch them from workstation 1.

The Automatic Purge function runs continuously.  If the AutoPurge is not running, it is best to run ManPurge before restarting the Automatic Purge function.  ManPurge performs the purge immediately when run.

Only one purge function can run at a time on a workstation.  If either purge function is running, an attempt to start either purge function will automatically abort and display a warning to the operator.

AutoPurge and ManPurge use a configuration file named purge_def_setup in the /home/soho/ops/input/purge directory.  Table 10.3 shows a sample of a configuration file.  

	Description
	Days Held
	Purge Time
	File location
	File names

	Block_logs
	4
	10:50
	/home/soho/ops/output/logs
	HB*.*

	Clkcorr_data
	45
	11:00
	/home/soho/temp/clock_corr
	SOHO*.COR

	Clkcorr_rpts
	45
	11:10
	/home/soho/ops/output/clock_corr
	SOHO*.cc_rpt

	Convert_logs
	10
	11:40
	/home/soho/ops/output/reports/convert
	HP*.errs

	GTAS_logs
	10
	11:50
	/home/soho/ops/output/logs
	GE*.*

	Range_files
	150
	12:00
	/home/soho/ops/input/clock_corr/OLDRNG
	*.RNG*

	Att_files
	4
	12:10
	/home/soho/ops/output/attitude
	HA*.*

	Purge_logs
	14
	12:20
	/home/soho/ops/output/purge
	z*.log

	Trec_LZ
	5
	12:30
	/home/soho/ops/input/trec
	SOHO*.DAT1

	Event_hist
	40
	10:00
	/hist/event
	HE*.*

	Frame_hist
	32
	10:10
	/hist/frame
	HF*.*

	Packet_hist
	32
	10:20
	/hist/packet
	HP*.*

	Command_hist
	40
	10:30
	/hist/cmd
	HC*.*

	Nontlm_hist
	32
	10:40
	/hist/nontlm
	HN*.*


Table 10.3  Sample Purge Configuration File

Note that ManPurge does not use the purge times given in the setup file.

The KILLPURGE utility finds the current process of either AutoPurge or ManPurge and kills it.

KILLPURGE does not use the definition file.

10.2.7 Integrated Trending and Plotting System (ITPS)

The ITPS stores, analyzes, and displays all spacecraft housekeeping telemetry for the life of the mission.  The system allows the FOT and customers to investigate the behavior of the spacecraft for any time during the mission.

The ITPS provides raw data storage of the spacecraft telemetry packets.  The ITPS can receive data from multiple sources, such as realtime data from the IRTS, and data products from the DPS.  The ITPS can store any arbitrary data the FOT desires, provided the data is transformed into the expected format.  For example, ITPS can ingest DSN Monitor 0158 data, SIMSS data, and predicted wheel speed data provided by the Flight Dynamics Facility (FDF).  By ingesting data, the ITPS can store statistics for selected telemetry data points.  ITPS calculates statistics for an arbitrary period, but can only store hourly and daily statistics.  Stored statistics are called Lifetime Trend (LTT) data and are stored in a MySQL database.

ITPS produces plots and several forms of reports from any of the stored data.  Data for plots and reports are filtered in several different ways.  ITPS can automatically produce daily products based on reports, plots, and LTT requests that the FOT defines in advance.

10.2.7.1 ITPS Data Sources

10.2.7.1.1  
ITPS IRTS Service

The majority of the data ITPS receives comes from the IRTS.  The sw_itps function on either IRTS3 or IRTS4 sends VC0/1 data over a network socket to ITPS.  A Windows service called "IRTS Service SOHO" listens for connections and data from either IRTS.  ITPS can only receive data from one IRTS at a time.  The ITPS receives files and names them “Service records”.  Spacecraft data packets are received into a service record file.  The file is named based on the time in seconds since 1970, with the extension ".irts" (e.g. "1105646934.irts")  

Every minute, the service re-opens the file, and moves the old file (which contains 1 minute of data) into the proper directory for ingest to occur.  In most cases, this means that ITPS can perform a user data request near real-time.  Since the IRTS sends out all VC0 and VC1 packets, the ITPS filters out the VC1 science data when it ingests the file.  The VC0 file, housekeeping data, remains 

10.2.7.1.2  
DPS Data Products

DPS produces two kinds of data files for FOT uses -- quicklook files (QL) and level-zero product (LZP) files.  A Windows task runs constantly on sh4itps and sh6itps to check the DPS for these product files.  Each ITPS uses an automated script that will check if it has downloaded the file already by either ITPS.  If both ITPS machines have the file, it is deleted from the DPS.  This file is stored in a temporary directory then this file is then moved to the D:\IRTS\Telemetry directory on each ITPS.

The filenames for both file types are very similar: 

SOHO_G042_XX_YYYY-MM-DDTHH-MM-SSZ_V0n.DAT1 where XX is QL for quicklook files, or XX is LZ for level-zero files.  The date and time is the time of the first packet time contained within the file.  For a level-zero file, which should contain data for one entire DOY, this time should be the start of the day (e.g. 2000-09-01T00-00-00).  The version number starts with the number “1”, represented by the letter n.

For an SSR dump, this time is typically the time the SSR was first placed in record mode at address 0.  The packet file named time, based on the first packet contained within the file, is later if a partial SSR dump occurred. 

For a TR dump, this time is typically the time the TR was first placed in record mode at BOT.  The packet file named time, based on the first packet contained within the file, is later if a partial TR dump occurred.

The quicklook files contain forward-order data from a recorder dump.  

If the quicklook is for a recorder dump, the FOT performs VC4 processing using that packet file (Appendix L, section L.2.9).  That process creates a packet file for storage in the history archive /hist directory.

Level-zero files contain data for an entire DOY, if available.  The DPS will typically send the first LZP file within one to two days.  This will be a version one LZP file.  This first delivery should contain all of the data received realtime by the CDR at JPL including recorder dumps. 

The second data delivery contains all of the data received by the CDR using reliable, guaranteed delivery channels.  Thus, if the data was received at a ground site, it should be in this file.  This delivery typically occurs within five days afterwards.  Redundant data is removed by DPS before delivery to the POCC.  If the time of the first packet in the file is the same as that of the first delivery, then the version number will increment to 2.  For example, if the first data delivery was SOHO_G042_LZ_2000-09-01T00-00-00Z_V01.DAT1, the second delivery will be SOHO_G042_LZ_2000-09-01T00-00-00Z_V02.DAT1.  However, if the time of the first packet in the first delivery is different from the second delivery, the version number will revert to 1.  This situation occurs when some data is missing from the first delivery near the beginning of a DOY upon which the file is named.  A telemetry dropout near the beginning of the DOY may yield a different file name, based on the first encountered packet time in the file.

Upon receipt of early telemetry that day, the version number will revert to one.  This means that the version number of the LZP is not an accurate method of determining a complete data set.  Use the ITPS read_archive.pl script or Digest tool to determine how complete the data is. 

When the DPS Specialist has verified that all data has been received for the day, they will mark in Appendix M that this day may be processed.  Refer to Appendix M for specific guidelines regarding trending.

10.2.7.1.3  
TPOCC Packet History

ITPS can ingest TPOCC packet history files with the extension ".tpocc".  TPOCC packet history is not automatically transferred to the ITPS because the IRTS and DPS provide nearly 100% of the data possible.

10.2.8  
The PACOR poller

The PACOR poller automatically manages DPS data products (section 10.2.7.1.2).  SOHO data products now come from DPS instead of PACOR.  No changes were necessary to the POCC software, so the names of the POCC tools have not been updated to reflect this change.  The PACOR poller should be running at all times on the offline workstation, sh6ws1.  This service only runs to help process VC4 data.

10.2.9  
ISTP Real Time Subsystem (IRTS)

10.2.9.1 General

The IRTS provides hardware and software to support communication interfaces between Nascom and the TPOCC frontends, frame and packet synchronization capabilities, and data delivery to TCP clients.  The IP blocks are received from the Nascom IP Transition ring via the built-in 10/100Base-T interface on the Sun workstation.  The script, start_irts, is used to start and configure IRTS processes.  The script kill_irts is used to kills IRTS processes.  The script irts_logs gives some basic information about the current configuration of IRTS.

The Nascomd function on IRTS listens to the incoming IP stream and filters the SOHO data to the sw_sync function.  The sw_sync function performs the following functions:


•  
NASCOM Block Error Detection checks



•  
Synchronize bitstream and assemble frames



•  
Reed-Solomon forward error check and correction



•  
Extract ground receipt time and quality flags from NASCOM block



•  
Annotate frames and forward to POCC FEPs in DUS format



•  
Extract CCSDS packets and forward to SOHO EOF task.

A single sw_sync function is activated for each IRTS task requiring a frame or packet data from Nascomd.

For detailed information on IRTS, refer to RD54, the IRTS Design, Configuration, and Operation Guide.

10.2.9.2 IRTS to EOF Transmit Function

The SOHO EOF function formats and transmits experiment housekeeping telemetry and science data to the EOF Core System (ECS).  This process, sw_eof, is nominally always active on one IRTS, and is ready to provide service to the ECS as long as an IP socket connection to the ECS is available.  As with other active IRTS tasks, including Nascomd and sw_sync, sw_eof is restarted at workstation boot-up if it was running before the reboot was initiated.  It can be configured to listen to as many as six ground stations.  However, it can only forward data from one station at a time, since there is no mechanism to filter the data on the ECS.

To automate the sw_eof function, two countdown timers have been implemented to prevent forwarding duplicate packets.  The handover countdown, presently set at one minute, is used to automatically swap output stations during station handovers.  For example, suppose the POCC is receiving telemetry from stations D24 and D46 in preparation for a handover to D46.  IRTS is forwarding data from D24 to the ECS.  When the data from D24 stops, IRTS starts the handover countdown of 60 seconds.  If data from D24 does not resume by the time the handover counter reaches zero, IRTS automatically starts forwarding data from D46 to the ECS.

The interstation countdown, presently set at one second, provides a minimum delay when a station swap is manually initiated.  Reconsider the above example, with IRTS forwarding data from D24 to the ECS.  If the operator initiates a manual handover to D46 using the force “f” command in eof_mon. IRTS will start the interstation countdown.  When the counter reaches zero, which is one (1) second, IRTS will begin forwarding data from D46.

The FOT should manually initiate a station swap for station handovers.  This reduces the amount of realtime telemetry lost in the EOF from one minute to one second.

The sw_eof process can be stopped, started, or reconfigured by running the start_irts script in an IRTS terminal window.  The status of sw_eof can be determined by running irts_logs in an IRTS terminal window.

10.2.9.3 EOF Monitor

The SOHO EOF Monitor of the IRTS shown in 
Figure 10.9
 is a text-based display that reports the status and the configuration of the IRTS to EOF (ITE) process.  To access the monitor, type “eof_mon” in an IRTS terminal window, see Appendix L section L.2.34 for detailed instructions on bringing up the monitor.  The help screen can be accessed from the EOF Monitor by typing h or ?.  Note that multiple monitors can be opened, but each monitor will show the same information, because they are all monitoring the same task, sw_eof.  Changes made in one monitor are reflected in any other open monitors.  Below is an explanation of SOHO sw_eof monitor page.

Line 1:
GMT time of last update, title of monitor, hostname

Line 2:
(blank)

Lines 3-17:
VC0/VC1 monitoring information

Line 3:
(far right) The arrow points to the machine connected to, and the port number

Line 4:
Process [UP/DOWN] and socket status [CONNECTED/DOWN]

Line 5:
End time of last session, and reason for end of last session 


[NORMAL/XFER PROB/OPS TERM/etc.]

Line 6:
Countdown to next session status message (every 20 minutes)

Line 7:
Session timers:  
Start time of session





Current time of session





Delta from start to current time





Session countdown

Line 8:
Frame timers:  
Time of first frame received





Current frame





Delta from the first to current frame





Handover countdown

Line 9:
Number of packets forwarded/dropped in this session. 





Interstation countdown.

Line 10:
header descriptions for line 11-17.

Lines 11-17:
See 
Table 10.4

Line 18:
(blank)

Lines 19-end:
Similar to information given above for lines 3-17, except for VC2 data.

[image: image9.png]1
3
n
5
6
3
3
9

126-17:55:10
L]

PROCESS STAT!
PREV SESS ENI

|----STAl
SESS 126-0!
FRMS 126-14:
PKT FWD/PKT

I

STA DRPLI

die

AEON—O®

PROCESS STAT!
PREV SESS ENI

SESS
FRMS
PKT FWD/PKT

I

STA DRPLI

L dis

ArON-O®

*** SOHO SW_EOF MONITOR *** irts3

##+ [ VCO AND VC1 ] STATUS *** [-> tIn:5620]
U SOCKET STATUS [CONNECTED]
D TERMINATE REASON: [NORMAL]

RT- —~| NEXT RSS
$10  0-11:42:37  SESSION

126-17:55:09  0-03:31:48  HANDOVER

DROP: 691020/0 INTESTAT CountDown
—— SYNC STATS - -1 1 - SW EOF PKTS
K PERFECT CORR UNCO RATE PKTS_FWD PKTS_DRP FIRSREAD LASTREAD OUT
0 66166 O 0 55 201885 6705 14:23:21 17:55:10% —>

##+ [ V€2 -> VC5 ] STATUS *** [-> tIn:5621]
SOCKET STATUS _ : [CONNECTED]
TERMINATE REASON: [NORMAL]

U
D

DROP:
—— SYNC STATS - -
K PERFECT CORR UNCO RATE PKTS_FWD PKTS_DRP FIRSREAD LASTREAD OUT

? 132007 o0 0 132097 0 14:4

3 16:43:22





Figure 10.9 IRTS sw_eof Monitor (eof_mon)

The stations listed in the VC2 section are the same as set in the VC0/VC1 section.

	Column Heading
	Description

	#
	data stream number, used when executing commands 

(e.g. d 1 to delete data stream #1)

	STA
	Station (dxx)

	DRPLK
	Number of "dropped lock" occurrences (frame sequence errors)

	PERFECT
	Number of perfect frames

	CORR
	Number of bad but correctable frames received

	UNCO
	Number of uncorrectable frames received

	RATE
	Rate of data in kb/s

	PKTS_FWD
	Number of packets forwarded to EOF

	PKTS_DRP
	Number of packets dropped (not forwarded to EOF)

	FIRSREAD
	Time of first packet received

	LASTREAD
	Time of last packet received

	OUT
	Shows "->" if forwarding data to EOF, or "-" if set to forward data, but no telemetry is coming in on that data stream


Table 10.4 eof_mon Fields

10.2.9.3.1 
Configuring stations in the EOF monitor

Reconfiguring sw_eof requires knowledge of a few single character commands.  To get the help screen, type h or ?, while the EOF monitor is running.  An explanation for each command is given.

The commands a and d allow the user to add and delete stations from the input list, which is given on lines 12 through 17 of the EOF Monitor display.  The sw_eof process can handle as many as six stations.  If six stations are already entered, one of the stations must be deleted.  To delete a station, enter d, then the data stream number (0-5, found under the # column) from the station input list, then hit enter.  To add a station, enter a, then enter the station number as you would for the TSTOL STATION directive (dxx).  For example: type a, then d66, and hit enter.

The operator should review the station input list each pass to ensure sw_eof is set to listen for stations that are currently scheduled.  Last moment schedule changes should be incorporated into the station input list by the operator as soon as is practical.

10.2.9.3.2 
Station Handovers

If you let the sw_eof function swap stations automatically, i.e. without using the f command, the ECS will experience a one (1) minute drop out in telemetry because the Handover Countdown is set to one minute.  This mode of operation must be avoided whenever possible, barring any critical activities.  To make handovers as smooth and fast as possible, the operator must forward the telemetry from the incoming station before releasing the outgoing station.  That way, there is only a one second dropout in telemetry to the ECS, since the interstation countdown is one second.  A handover scenario would proceed as follows:

· The incoming station must be present on the station input list.  If this is not the case, delete an inactive station from the list, if necessary, and add the incoming station.

· The incoming station puts telemetry to line.  The FOT verifies telemetry reception, and configures the prime string to process telemetry from the incoming station.

· The outgoing station brings carrier down; shortly thereafter, the incoming station brings carrier up.

· The FOT verifies spacecraft commanding ability.

· The FOT commands sw_eof to start forwarding data from the incoming station to the ECS.  Type f from the EOF Monitor, then the number (0-5) of the incoming station from the station input list, and hit enter.

· The FOT terminates the support by the outgoing station.

10.2.9.3.3 
Monitoring, Troubleshooting, and Recovery

Usually, a problem with sw_eof will be readily apparent if the EOF Monitor is checked regularly.  In particular, the EOF Monitor should be checked at the beginning of a support preceded by a non-contact period, and after station handovers.  Also, check the monitor periodically during the pass (e.g. every 15 minutes).  Symptoms of sw_eof failure include:

· No packets are being sent to the ECS, even though the ECS socket connection is up.

· Attempted changes to the station input list are not reflected by the EOF Monitor.

· The EOF Monitor clocks and timers are not updating.

To recover quickly from this type of failure, run the scripts kill_irts and start_irts on the IRTS terminal interface.  This works nearly every time, except in cases where network problems exist, such as a Nascom router problem.  Network outages many times will appear like an IRTS failure upon initial investigation, however the monitor will respond to changes.  In addition, you may see the session countdown timer decreasing even though the monitor indicates data is being forwarded.

The shell script eof_mon_alarm runs on the IRTS machine that is currently forwarding data to the EOF.  It monitors the socket connection to the ECS.  If the socket goes down, it will beep and present a large red dialog box on the FOT monitor X-terminal.  It also monitors for the operator accidentally deleting the active and forwarding station from the monitor.  In this case, it will beep and present a large yellow dialog box on the SSE's X-terminal.

If the ECS is not getting data, but the EOF Monitor indicates otherwise, or indicates that data is being discarded because the connection is down, the problem may lie with the ECS.  In this situation, it may be necessary to restart the ECS TLM and the sw_eof task.  The SOC should restart the TLM task first, after which you should check the EOF Monitor to see if packet transfer has restarted after the session countdown timer has expired.  The first reconnection attempt may fail.  Upon reconnection, failure the session countdown will start counting down from five minutes again.  The socket should connect and packets start being forwarded.  Allow a maximum of 20 minutes, then consult the GSE.

10.2.9.4 Frame Monitor

The frame monitor is a text-based display that reports frame statistics (Figure 10.10).  To access the monitor, type frm_mon in an IRTS terminal window.  The help screen can be accessed from the frame monitor by typing h or ?.
The frame monitor starts out with a blank page.  To monitor frame statistics, add by typing an "a" for add and the ID for the stream to monitor.  The stream ID is a string of characters in the format sxxfyyy.  The first letter, "s" stands for SOHO.  The second and third letter, "pb" stands for playback, or "rt" stands for real-time.  The fourth letter "f" stands for frames.  The fifth, sixth, and seventh letters "yyy" stand for the three-letter station identifier. 

For a monitor of recorder playback frames, you may add spbfd16 to view playback frames.

For a monitor of MDIM (VC2) data, you may add smdfd16 to view MDI frames.
The columns in the frame monitor are defined as follows:

Sync Stats Section

· #
numbered entry in the stream list

· SAT
satellite - "S" is for SOHO

· STA
station

· PDF
value is "R" for realtime and "P" for playback (recorder dump)

· BLKIN
number of blocks collected since stream monitor started

· CRC
number of Cyclic Redundancy Check errors

· BSEQ
number of block sequence errors

· DLCK
number of frame synchronization errors

· SLIP
number of bit slip errors (very rare)

· INV
number of frame inversions (very rare)

Mon Frame Section

· READ
number of frames read

· RATE
rate of frames received

· %EXP
percent of expected frames received (non-functional for SOHO)

· FRM-TIME
time of last frame received

History Section 
(bottom portion of screen)

· #x
indicates which stream number history is shown

· FIRST
time of first frame received

· CURRENT
time of last frame received

· DELTA
elapsed time (CURRENT - FIRST)

· HIST
history interval, or sample period, in seconds (default 60, configurable)

· FRM-TIME
time of last frame for the sample period

· BLKIN
number of blocks received for the sample period

· BLKRT
rate of blocks received during sample period

· CRC, etc.
number of errors for that sample period

· FREAD
number of frames read during the sample period

· FRMRT
rate of frames received during the sample period
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Figure 10.10 IRTS Frame Monitor (frm_mon)
NOTE:  The counters in started monitors only apply since the monitor was started.  This means is a monitor after AOS, the "FIRST" time is when the monitor was started, not AOS of the support.  For this reason, the FOT should attempt to add the stream before receiving that stream.  In addition, unlike the EOF monitor, each frame monitor is independent.

Use the frame monitor and history to assess telemetry quality.  The history is especially useful because it gives a baseline for comparison.  For example, in Figure 10.10, the history shows the POCC received an average of 937 blocks per minute, since the history interval is 60 seconds for the past 10 minutes.  If, during the last minute, the POCC received only 900 blocks, this would indicate a telemetry dropout.

If frame sequence errors appear in the TSTOL event window, refer to the HALO Activities Manual, Troubleshooting Procedure L.3.3 for Degraded High Rate Telemetry.

Occasionally frame sequence errors occur in the TSTOL event window, but neither the block sequence error counter nor the dropped lock counter increment.  This indicates a telemetry system problem.

Use the frame monitor to determine data error rates, such as number of frame errors per minute, by using the history function.  To show the history, type f, then the data stream number.  When degraded telemetry occurs, snap the frame monitor and include it in the anomaly report.

10.2.9.5 Sequence Monitor

The seq_mon script was created to assist the operator in monitoring an incoming telemetry data flow for outages from a single DSN station on the IRTS at the Nascom block level.  This script is run when a monitor is desired which is typically each time a string is set up for a pass.
This script will ask for the station to monitor.  Input the station in the form Dxx, where xx is the station number.  If there is a station change the monitor does not provide a means to change stations, Quit the current monitor by entering q, start a new monitor, and enter the new station.

A description of the information found on the seq_mon follows.

· TIME OF LAST ERROR – is the UTC time of the last block sequence error.  A block sequence error is a jump in the block sequence numbers, which could arise, from missing blocks or simply being out of order.

· TOTAL MISSING – is the number of blocks missing since the monitor was started.

· Station – the (DSN) station that is sending the data being monitored.

· Total blocks rcvd – total number of blocks received since the monitor was started.

The remaining information is a list of entries, one line for each dropout/block sequence error, showing the last 17 dropouts / block sequence errors.  Once 17 lines are on screen the 18th entry will appear at the bottom and the list will shift up one line.  The top line will be lost.  The information in each entry is as follows (left to right):

· TIME – time of the dropout / frame sequence error.

· MISSED BLKS – total number of blocks lost during the dropout.

· DSID – data stream ID for the missing blocks.  

· (RT for VC0/VC1, MD for VC2/VC3, PB, or VC4)

· TOTALS/MIN – number of blocks lost for the last 1, 2 & 5 minute periods.

· 1 – total number of blocks lost during the last minute.

· 2 – total number of blocks lost during the last two minutes.

· 5 – total number of blocks lost during the last five minutes.

· 5 MIN AVG – average number of blocks lost per minute based on the last 5 minutes of data.  (Total of blocks lost in last 5 minutes divided by 5 minutes)

10.2.9.6 FOT Frame Monitor 

The fot_frm_mon script was created to assist the operator in monitoring an incoming telemetry data flow for outages from a single DSN station on the IRTS at the frame level.  This script is usually run when a monitor is desired which is typically each time a string is set up for a pass.
The script asks for the station to monitor.  Input the station in the form Dxx or dxx where xx is the station number.  Next, the script asks it for the type of SOHO frames to monitor, realtime, playback, MDI, or ALL.  The usual response should be 'al' for ALL.  At this point, the monitor display will appear with the data in the header fields.  Entries will start displaying with the next out of sequence frame in telemetry.  

If there is a station change the monitor does not provide a means to change stations, so one must quit the current monitor by entering q then starting a new monitor and enter the new station.

The following is a description of the information found on the fot_frm_mon:

· TIME OF LAST ERROR – is the UTC time for the last frame sequence error in telemetry.  A frame sequence error is a jump in the frame sequence numbers, which could arise from missing frames or simply a frame being out of order.

· TOTAL MISSING – is the number of frames missing since the monitor was started.

· Station – the (DSN) station that is sending the data plus the type of frames being monitored.

· Total frames rcvd – total number of frames received since the monitor was started.

The remaining information is a list of entries, one line for each dropout/frame sequence error, showing the last 17 dropouts / frame sequence errors.  Once 17 lines are on screen the 18th entry will appear at the bottom and the list will shift up one line.  The top line will be lost.  The information in each entry is as follows (left to right):

· TIME – time of the dropout / frame sequence error.

· MISSED FRMS – total number of frames lost during the dropout.

· VC – virtual channel of the lost frames.  Note:  If frames are lost for more than one virtual channel and ALL frames were selected, there will be a line entry for each virtual channel lost.

· TOTALS/MIN – number of frames lost for the last 1, 2 & 5 minute periods.

· 1 – total number of frames lost during the last minute.

· 2 – total number of frames lost during the last two minutes.

· 5 – total number of frames lost during the last five minutes.

· 5 MIN AVG – average number of frames lost per minute based on the last 5 minutes of data.  (Total of frames lost in last 5 minutes divided by 5 minutes)

10.2.9.7 ITPS Monitor

The ITPS monitor acts as a window to view the activities of a telemetry forwarding function called sw_itps running on the IRTS.  The function sw_itps continuously listens for SOHO telemetry data from every station currently listed in the monitor.  It then opens and closes data transfer sessions to the ITPS as needed.  The sw_itps function runs in the background of the IRTS with no direct operator interaction.  At any time, only one IRTS should have the sw_itps process running though several ITPS monitors may be open simultaneously.  Any changes made to the sw_itps task through one monitor will be reflected on every open monitor.

Unlike the EOF monitor, the ITPS monitor only looks for and forwards VC0/1 frames.  The ITPS forwarding function can monitor data streams from six DSN stations at one time though it may only forward one.  The information pertaining to VC0/1 data fields is exactly that of the eof_mon.  The command options for the itps_mon are also the same as those for the eof_mon.  See Section 10.2.9.3 for command and display details on the ITPS monitor.
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Table 10.5  ITPS Monitor

The sw_itps task uses the NEXT RSS, SESSION, HANDOVER, and INTESTAT timers as identified in 10.2.9.3 of the FOP.

· NEXT RSS Countdown is a session status timer that is not used by the FOT.


· SESSION Countdown is a 30 second countdown that starts when no data is available to forward to the ITPS from any of the available data streams.  If no data becomes available within 30 seconds, the session closes and the IP socket to the ITPS disconnects.  After the session is closed, the SESSION timer will count backwards from 5 minutes.  When the counter reaches zero, sw_itps will attempt to re-establish a connection with the ITPS machine.


· HANDOVER Countdown is a 3 second countdown that starts when the data stream currently providing telemetry data stops  flowing.  At the end of 3 seconds, sw_itps automatically switches to the next available stream providing data.


· INTESTAT Countdown is a one second countdown between data streams when the station is forwarded manually using the f command from an ITPS monitor.

Note, when performing a coordinated station handover, it is better to manually switch the data streams being forwarded to the ITPS by using the f command.

10.2.9.8 Monitor Screens Menu

The irts_screens script brings up a menu whereby monitor screens are up for the operator.  Display choices are:

1.
EOF Monitor (eof_mon)

2.
Frame Monitor (frm_mon)

3.
Sequence Monitor (seq_mon)

4.
FOT Frame Monitor (fot_frm_mon)

5.
ITPS Monitor (itps_mon)

6.
Nascom Daemon Monitor (nascomd_mon)

D.
Default [eof_mon, frm_mon, seq_mon, fot_frm_mon, itps_mon]

A.
All [eof_mon, frm_mon, seq_mon, fot_frm_mon, itps_mon, nascomd_mon]

Enter Selection:  <Select from above>

Which IRTS shall be used?  <Enter 3 or 4>

Which station shall be used?  <Enter station as “D##”, where ## = (e.g. 24>
If  “D” is selected, 5 screens will appear and ensuring the station to be used is listed. 

10.2.10 
VC4 Quicklook

The SOHO VC4 Quicklook (vc4_ql) function records incoming VC4 blocks and transmits them via FTP to the DPS for processing.  The processed data is transmitted back to the POCC via FTP, and converted to a packet file by the PACOR poller process running on the workstation.  See RD31, SOHO SUG, Section 6.5.2.  The packet file is then played back using the TPOCC software in order to record limit and configuration monitor violations.

The QL function is performed by an instance of istp_cdr, an IRTS process designed to record selected incoming blocks.  Once the recorder dump is complete, the script ftptorat is automatically initiated to send the VC4 data to the DPS.  For more information on istp_cdr, refer to the RD54, the IRTS user's guide.

The QL process can be stopped, started, or reconfigured by running the start_irts script in an IRTS terminal window.  The status of the QL function can be determined by running irts_logs in an IRTS terminal window.  For more information refer to Appendix L, section L.2.36.

As with the IRTS processes above (Nascomd, sw_sync, sw_eof), SOHO VC4 Quicklook is restarted at workstation boot-up if it was running before the reboot.

10.2.11 Command Management System (CMS) Software

The Command Management System software provides the ability to plan and schedule activities, create load inputs, generate command loads in a format the spacecraft will accept, and interface with the EOF and the POCC.  The CMS uses the Batch Planning and Resource Reasoning (BPARR) software to assist in detecting conflicts between activities.

Operation of the CMS, including command load generation, is detailed in Appendix P, the Mission Planning Cookbook, and RD44, the CMS User's Guide.  RD58 describes the BPARR software.

The FOT may refer to SOHO FOP Appendix L (HAM), L.2.39 for instructions on scheduling and generating a load.

Do not kill the CMS daemons while NRT is running.  This will kill the link between the CMS and EOF causing commands left in the buffers to be lost.  Command acceptance messages with the spacecraft will not be reported to the instrument team either.

10.2.12 
Data Processing System (DPS) Software

The DPS software currently used is based on Open Software Foundation (OSF)/Motif and the UNIX operating system, using Oracle for database administration.  The DPS is a second-generation data capture and level-zero processing, (LZP), system developed to support missions conforming to the Consultative Committee for Space Data Systems, (CCSDS), packet telemetry standard.  DPS is configured to support the SOHO mission.

The Data Processing System processes all of the spacecraft housekeeping and science data streams for the SOHO mission.  It also provides packet reassembly and LZP support for the SOHO mission.  SOHO telemetry data is received from the Jet Propulsion Laboratory Central Data Recorder (JPL CDR) and VC 4 data from the IRTS system in Mission Operations Center (MOC) for processing.  After the DPS processes telemetry, Quicklook and LZ Routine Products are generated and forwarded to the EAF/EOF, Stanford University, and POCC users via ftp.  Refer to Figure 10.11.

Operation of the DPS is detailed in the SOHO DPS Work Instructions, 581.M-PROC-0004, Original version, with an issue date of January 31, 2009, and in the SOHO DPS User’s Guide, CSOC-GSFC-OPS-000435, Original version, with an issue date of May 16, 2001.
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Figure 10.11  DPS Operational Environment for SOHO

10.2.13  
Raw Data Archive (RDA) Software – DPS NetBackup

The RDA currently used is the GUI-based xvmdm, which is part of NetBackup.  NetBackup and other programs were developed in-house to ease the library usage.  The library software maintains the information on each tape even after a tape is removed.  The additional programs developed in-house are located in /usr/local/bin using the scripts, dlt, dltmove  and dltaddtape .

Operation of the RDA is detailed in the SOHO DPS Work Instructions, 581.M-PROC-0004, Original version, with an issue date of January 31, 2009.

10.2.14  
Space Link Extension (SLE)

There is currently no information on the SLE implementation for SOHO.

10.2.15 
SIMSS (Scalable Integrated Multi-mission Simulation Suite) Software

The SIMSS Monitor System is made up of the SIMSS software and a PC dedicated to the POCC as a SIMSS server.  The SIMSS software runs on the SIMSS PC.  Together they provide the FOT the ability to monitor ground station equipment from DSN stations during real-time support.  All monitor data is stored locally on the SIMSS PC for up to six months.  This allows the FOT to replay logs from previous supports.

10.2.16 
SIMSS HP Client Software

Scalable Integrated Multi-mission Simulation Suite

The HP Client Software is used to display DSN-0158 Monitor data on each workstation or X-terminal.  From the TPOCC actions windows, there are two icons:  DSNMON_KILL and DSNMON_STARTUP.  One to kill the client and the other to initialize it, respectively.

When initialized, a list of stations will appear.  Those stations, which are currently shipping monitor data to SOHO, will have an incrementing time beside their name.  The are two menus:  Legacy Pages and NSP Pages.  Only the NSP Pages menu is useful.  There are four pages listed in this menu.  For a 70- or 34-meter site, the windows Antenna Status, Channel Status, and SLE Status are used. 

10.2.17  Automation Software

Automation pass procedures are produced by using the POLARIS software.  The FOT operator runs an executable script that brings up pass generator software by typing “psg”.  The software is used to generate an activity plan for the intended time period.  Refer to the Pass Generator for Pass Operations Logging and Anomaly Reporting Interface System (POLARIS) Design Document, Version 2.0, dated May 30, 2008 for more information.  The activity plan becomes an input to generate a pass procedure, which the FOT operator finalizes.  After editing the pass procedure, enter “ce” to generate crontabs on workstations 1 and 2.  Finally, the activity plan is FTP’d to the EOF from the CMS using “ftp_activity_plan”.  In addition, another crontab is created on CMS for swapping the string to which the CMS is pointed.  The PTI on the operational string performs as a virtual operator running the automated passes.

10.2.17.1 Attention!® Software

The four notification servers for SOHO automation run Attention!® software on the Windows XP SP2 operating system.  The software packages installed are the Attention!® Notification System (NS), the Attention!® Alarm Manager (AM), the Attention!® Web Security Package (WSP) and the Attention!® Notification System (NS).

10.2.17.2  
POLARIS

The POLARIS software consists of the POLARIS TPOCC Interface (PTI) and the automation procedure generator.  PTI takes the place of a live operator, monitoring procedures and reporting issues to the on-call OE through the Attention!® servers.  POLARIS is used to generate automation procedures to run passes during the specified time and is normally used in conjunction with the crontab editor.

10.2.17.3  
Crontab Editor 

The crontab editor (ce) is used in conjunction with POLARIS.  After the automation procedure is generated, ce is run to generate crontab entries to start and end automation.

Another crontab editor (ce) is used to repoint the CMS to the appropriate string for NRT commanding, and subsequent command summary report during o_sohodown. Bring up the crontab editor for the CMS by typing cecms.  Refer to HAM procedure L.2.14  for the CMS string handover.

10.3 Deep Space Network Interface Operations

10.3.1 
General

The Deep Space Network (DSN) is a set of three ground complexes, each approximately 120 degrees apart in longitude, based in Goldstone, California; Madrid, Spain; and Canberra, Australia.  The stations at each complex are scheduled for support by the Jet Propulsion Laboratory (JPL).  These ground stations are capable of providing tracking, telecommanding and telemetry functions compatible with SOHO requirements.  The DSN supports the SOHO POCC in the reception of telemetry data and the transmission of commands to the spacecraft.  Data recovery of 96% by the ground is required over the mission lifetime but the goal is to recover all of the data collected by the spacecraft.  The POCC interfaces with the DSN via the Nascom and JPL IP networks through IRTS.

The Australian complex is located 40 kilometers (25 miles) southwest of Canberra near the Tidbinbilla Nature Reserve.  The Spanish complex is located 60 kilometers (37 miles) west of Madrid at Robledo de Chavela.  The Goldstone complex is located on the U.S. Army's Fort Irwin Military Reservation, approximately 72 kilometers (45 miles) northeast of the desert city of Barstow.  Each complex is situated in semi-mountainous, bowl-shaped terrain to shield against radio frequency interference.  Each complex consists of at least five deep space stations equipped with ultra sensitive receiving systems and large parabolic dish antennas.  Each complex has at least the following: 

· One 34-meter (112-foot) diameter High Efficiency (HEF) antenna

· One 34-meter Beam Waveguide (BWG) antenna 

· One 70-meter (230-foot) antenna
· D27 only has an additional 34-meter High Speed Beam Waveguide (HSB) antenna

Each complex's Signal Processing Center (SPC) has an identifying number.  Antennas at each complex have designations of Deep Space Station (DSS), which is sometimes this is shortened to just "D", as in D45 instead of DSS-45, with numbers near the SPC number.  The designations for each complex are as follows:

	Complex
	SPC Designation
	Antenna Number Range

	Goldstone
	SPC-10
	DSS 01-29

	Canberra
	SPC-40
	DSS 30-49

	Madrid
	SPC-60
	DSS 50-69


Table 10.6  FOT Complex Designations

SOHO uses two sizes of antennas, 34-meter and 70-meter dishes.  Each antenna size makes a subnet.  All 34-meter dishes are part of the 34-meter and 70 meter subnet.  The antennas work mostly the same, but there are some equipment differences.  Table 10.7 provides a list of antennas and their capabilities regarding SOHO.

	Station
	Type
	Uplink Status
	Downlink Status
	Ranging Status

	D14
	70m
	D/L only
	Operational
	N/A

	D15
	34m HEF
	D/L only
	Operational
	N/A

	D24
	34m BWG
	Operational
	Operational
	Operational - SRA

	D25
	34m BWG
	Not usable - no S-band
	Not usable - no S-band
	N/A

	D26
	34m BWG 
	Not usable - no S-band
	Not usable - no S-band
	N/A

	D27
	34m HSB
	Operational
	Operational
	Not used

	D34
	34m BWG
	Operational
	Operational
	Operational - SRA

	D43
	70m
	D/L only
	Operational
	N/A

	D45
	34m HEF
	Operational
	Operational
	Operational - SRA

	D54
	34m BWG
	Operational
	Operational
	Not tested

	D55
	34m BWG
	Not usable - no S-band
	Not usable - no S-band
	N/A

	D63
	70m
	D/L only
	Operational
	N/A

	D65
	34m HEF
	Operational
	Operational
	Operational - SRA


Table 10.7  Station Operational Status for SOHO

The coverage provided for spacecraft tracking depends on the altitude of the spacecraft, the type of antenna being used and the blockage of the antenna beam by the horizon mask and structures in the immediate vicinity of the antennas.  Receiver limits are governed by the mechanical capabilities of the antennas and the terrain mask or horizon mask.  Transmitter limits are based on radiation hazard considerations to on-site personnel and the general public and are set above the terrain mask and antenna mechanical limits.

All DSN antennas have areas of non-coverage caused by mechanical limits of the antennas.  The first area is the mechanical elevation limit or interlock limit, which is approximately 6º for antennas using an azimuth-elevation mount and somewhat lower for antennas with X-Y mounts.  A second area of non-coverage is the area off the end or ends of the antenna's primary axis referred to as the keyhole.

The keyhole of the DSN azimuth-elevation antennas is directly overhead and results from the fact that the antennas can only be moved over an arc of approximately 85º in elevation.  In order to track a spacecraft, which is passing directly overhead, it is necessary to rotate the antenna 180º in azimuth when the spacecraft is at zenith in order to continue the track.  Thus, the size of the keyhole depends on how fast the antenna can be slewed in azimuth.  The DSN azimuth-elevation antennas have an additional restriction on antenna motion caused by the routing path of cables and hoses between the fixed and rotating portions of the antenna.  This azimuth cable wrap has no effect on surveillance visibility but does place a restriction on the time between tracks due to the requirement to unwind the cables.

	
	34m HEF
	34m BWG
	34m HSB
	70m

	Full Operations (up to)
	45 MPH
	45 MPH
	
	45 MPH

	Drive to Stow
	50 MPH
	50 MPH
	40 MPH
	50 MPH

	Brake Applied in any position
	70 MPH
	70 MPH
	50 MPH
	70 MPH

	Brake and Locking Device in stowed position
	100 MPH
	100 MPH
	100 MPH
	100 MPH


Table 10.8  High Wind Speed Actions

In Table 10.9 are the expected values of the AGC both at the ground station and on SOHO.  These values were gathered from RF trending data over the past few years.  All stations listed have been able to acquire SOHO telemetry in low-rate.

	Station
	Ground AGC while using HGA (dBm)
	SOHO AGC using HGA (dBm)
	Ground AGC while using  -Z LGA (dBm)
	SOHO AGC using -Z LGA (dBm)

	D24
	-111 to -118
	-92 to -96
	-136 to -141
	-113 to -116

	D27
	-108 to -122
	-105 to -108
	~ -146
	-124 to -126.6

	D34
	-115 to -118
	-91 to -95
	-136 to -141
	-112 to -115

	D54
	-121 to -123
	-92 to -96
	-136 to -141
	-114 to -116.4

	D15
	-118 to -123
	N/A
	-136 to -141
	N/A

	D45
	-116 to -120
	N/A
	-136 to -141
	N/A

	D65
	-116 to -119
	N/A
	-136 to -141
	N/A

	D14
	-123 to -125
	N/A
	-136 to -141
	N/A

	D43
	-123 to -129
	N/A
	-136 to -141
	N/A

	D63
	-122 to -127
	N/A
	-136 to -141
	N/A


Table 10.9  Expected AGC Levels

10.3.2 Network Topology

10.3.2.1  
Ground Site Network

The ground site at the DSN complex receives the downlink from, and uplinks commands to the spacecraft.  Earlier in this chapter, Table 10.7 shows a general listing of equipment used.  For more detailed diagrams, refer to RD53, the DSN Network Operations Plan (NOP).

The Link Monitor and Control (LMC) is used to monitor and control most of the equipment on-site.  The operator can load presets into the LMC to configure the equipment for various SOHO configurations.  The operator can also change parameters manually.  Most of the equipment on site has a backup for each antenna.

10.3.2.2  
Site Local Area Network (LAN)

Each of the systems of the ground site connects via a LAN to the Station Communications Processor (SCP) software.  The SCP software provides the link between all the ground antennas at that DSN complex and the Jet Propulsion Laboratory (JPL).  The SCP routes telemetry from the site to JPL, and commands coming from JPL (originating from the POCC) to the site.  This internal network, including the SCP, is often referred to by the ground stations as the RNS.

10.3.2.3 
34-meter and 70-meter Subnet

These subnets were upgraded during the Network Simplification Project (NSP) in 2002 to 2003.  

This affected all 34- and 70-meter antennas.  This was done for several reasons including the replacement of aging equipment and to simplify operations.  Each station  contains a downlink system referred to as DTT and an uplink system referred to as the UPL.

10.3.2.3.1 
Downlink Tracking and Telemetry Subsystem (DTT)

The DTT is made up of the Downlink Channel Controller (DCC), Telemetry Processor (TLP), and the Receiver and Ranging  Processor (RRP).  The DCC controls both the TLP and RRP.

· Part of the ranging functionality is built into the downlink system in the RRP.

· The Block V Receiver has been renamed the RRP.  It accepts the digital signal and performs carrier, subcarrier and symbol synchronization, Doppler compensation, and data demodulation.

· Telemetry is acquired by the receiver and fed to the TLP, which performs frame synchronization, virtual channel extraction, and data formatting.

· Contains tracking system

10.3.2.3.2  
Uplink Tracking and Command Subsystem (UPL)

The UPL is made up of the Command Modulation Generator (CMG), Uplink Processor Assembly (UPA), and the Uplink Ranging Assembly (URA).

· The UPA contains the Block V Exciter (BVR), transmitter, and the Uplink Ranging Assembly (URA).  It is controlled by the UPL.

· The URA generates the ranging signal.

10.3.2.3.3  
Ranging Systems

The ranging ability is built into the DTT and UPL.  The ranging functionality does not need to run in real-time and allows 34- and 70-meter stations to range in three-way tracking mode.

10.3.2.3.4 
Tracking Elements

The DTT contains the tracking systems used to locate spacecraft.

10.3.2.3.5 
Telemetry Elements

10.3.2.3.5.1  
Low Noise Amplifier (LNA)

The Low Noise Amplifier, or LNA, takes the radio signal received and amplifies it greatly without unduly affecting the signal-to-noise ratio.

10.3.2.3.5.2  
Receiver

The 34-meter antennas, except DSS-27, use a type of receiver called Block V (Roman numeral 5).  This type is abbreviated as a BVR.  The 70-meter antennas also use Block V receivers.  The DSS-27 site uses a Multi-Function Receiver, or MFR.  D27 was upgraded to a 34-meter dish only, leaving 26 meter hardware to drive it.

The main difference in these receivers is the output.  MFRs output an analog RF signal to be processed by the TGC.  BVRs do part of the job of the TGC.  BVR’s demodulate the signal and synchronize on symbols.  The output from a BVR is a 2 to 1 convolutionally decoded digital bit stream.  Note that this coding was done on the spacecraft.  During encoding, one (1) input bit is mapped to two (2) output bits to give a rate 1-to-2 coded bit stream, effectively doubling the bit rate.  This is done for redundancy and error-correction.

10.3.2.3.6  
Command Elements

10.3.2.3.6.1  
Exciter

The exciter generates the carrier frequency to be transmitted.  This may also be called an SBE for S-band Exciter.

10.3.2.3.6.2  
Transmitter

The transmitter or power amplifier (PA) amplifies the carrier signal generated by the exciter and outputs this signal to the antenna for radiation to the spacecraft.

10.3.2.3.7  
Ranging Systems

The Sequential Ranging Assembly (SRA) performs all software steps necessary to provide range related information about the spacecraft.  It modulates a known code onto the uplink carrier that is transmitted back to a ground station by the spacecraft.  The SRA measures the round trip light time (RTLT) it takes for the ranging code to return to the tracking station and determines the range from this time, its phase, and Doppler data.  The SRA also measures the signal-to-noise ratio (SNR) to provide a measure of range validity.  The SRA is operated from the LMC.  The SRA is attached to the MDA, and communicates through it.  

10.3.2.4 JPL Network

JPL oversees the network between the DSN sites and Goddard.  Each DSN site has three lines to connect to JPL.  The prime connection for a particular site is called the Big Pipe.  The redundant connection is called the Little Pipe.  Table 10.10 shows the bandwidth (the maximum data transfer rate) in kilobits per second (kbps) for each complex.  The Goldstone to JPL line has a fourth line for backup only, which has a maximum throughput of 896 kbps.

	
	Maximum Data Transfer Rate (kbps)

	Network connection
	Primary
	Secondary
	Tertiary

	Goldstone 
(SPC-10) to JPL
	1536
	1024
	1536

	Madrid 
(SPC-60) to JPL
	1200
	1152
	1536

	Canberra 
(SPC-40) to JPL
	1200
	1152
	1536


Table 10.10  Network Line Capacities

The prime network connections for Madrid and Canberra are satellite links.  Unfortunately, this makes these links susceptible to solar interference.  During certain times of the year, solar interference will cause a short telemetry outage from these complexes.

The redundant connections for all complexes and the prime connection for Goldstone are landlines.  The connection from JPL to GSFC is also a landline.

The Special Function Gateway (SFG) at JPL receives the data from the SCPs.  A LAN links the SFG to a Central Data Recorder (CDR).  The CDR records all incoming data and stores it for 30 days.  Refer to section 10.3.5.1 for information about data retrieval from the CDR.

The SFG de-encapsulates (section 10.3.2.6) the data, removing the RNS header and trailer, back into DGIBs (section 10.3.2.6.1).  It then re-encapsulates them into Internet Protocol (IP) format.  It then transmits the data using the User Datagram Protocol (UDP) over a network connection to the GSFC IP Transition Ring, or IP Cloud.  The data is routed to the two LANplex 2500s in the rack in the IMOC.

Similarly, the SFG routes commands from the POCC to the DSN sites.  The commands coming from the POCC will be IP-encapsulated DGIBs.  The SFG re-encapsulates these into RNS-encapsulated DGIBs and forwards them to the correct SCP.


Figure 10.12
 shows the flow of telemetry from the spacecraft to the POCC.

10.3.2.5 Goddard Network (Nascom)

Nascom, or NASA Communications, provides the interface for data and voice between the POCC and other sites such as JPL, the Experiment Operations Facility (EOF), and the Flight Dynamics Facility (FDF).  The "IP Cloud" in Figure 10.12 represents the portion of the data network controlled by NASA.  The details of the network are controlled for security reasons.  The IP NOCC, Section 10.3.3.3.3, is responsible for troubleshooting the network on Goddard.
10.3.2.6 Data Formats and Protocols

10.3.2.6.1  
DSN/GSFC Interface Data Group Block (DGIB) (4800-bit block)

All messages between the DSN and GSFC, except for scheduling data, will be in the 4800-bit block called the DSN/GSFC Interface Data Group Block or DGIB.  Each block consists of a 144-bit header (18 8-bit words), 4592 bits of data, and a 64-bit trailer (total 4800 bits, or 600 bytes).  The DGIB is also known as a NASCOM block sequence number, and block format code.  The remaining 96 bits of the header varies slightly according to the type of data, but for most types contains a spacecraft or other source ID, a block length field, a 40-bit timestamp (microsecond accuracy), plus other information.  For more information about the DGIB, refer to RD59, the Interface Control Document between the Jet Propulsion Laboratory and the Goddard Space Flight Center for GSFC Missions Using the Deep Space Network.

10.3.2.6.1.1 
DGIB Header

The header starts with a 24-bit synchronization code to identify it as a DGIB.  The next 24 bits of the header contains information about the block, such as the source code, destination code, sequence number, and block format code.  The remaining 96 bits of the header varies slightly according to the type of data, but for most types contains a spacecraft or other source ID, a block length field, a 40-bit timestamp in microsecond accuracy, plus other information.  For more information about the DGIB, refer to RD59, the Interface Control Document between the Jet Propulsion Laboratory and the Goddard Space Flight Center for GSFC Missions Using the Deep Space Network.

NOTE:  26-meter obsolete after October 2009
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Figure 10.12  SOHO End-to-End Telemetry Flow

10.3.2.6.1.2  
DGIB Encapsulation

Use of the DGIB to transmit data over the network requires special equipment.  Since this special equipment was difficult to maintain, it was replaced with commercial off-the-shelf (COTS) products.  However, to maintain compatibility with existing missions, the DGIB must still be used.  This is accomplished by using encapsulation.  In other words, the DGIB is placed inside another type of transmission protocol, such as Reliable Network Service (RNS), or Internet Protocol (IP).  The COTS equipment knows how to direct the RNS or IP data.

The TGC encapsulates the DGIB using RNS.  This is transmitted over the network to the SFG, where it is re-encapsulated into IP.  The IRTS de-encapsulates this into a DGIB.

The RNS protocol allows for a few different kinds of data streams.  SOHO uses two of those -- "low-latency", and "complete".  Low-latency means that the data is sent as fast as possible (should be less than 1 second), with no confirmation that the data reached its destination.  SOHO uses this for realtime data.

"Complete" means that the data is sent such that its destination (in this case the CDR) confirms it received all the data.  SOHO uses this to record data to the CDR (section 10.3.5.1).  Because of the confirmation method, all data received by the TGC should be recoverable, even if there are network problems.  If there is a network problem, the data will be spooled (saved on disk) until the network becomes available.

10.3.2.6.1.3  
Telemetry interaction with DGIBs

Each SOHO telemetry frame consists of 1279 bytes, or 10232 bits.  Since each DGIB holds only 4592 bits of data, the frame must be broken up across three blocks.  Any space remaining in the last block is filled with zeroes.  The IRTS reassembles the data from these three blocks into one SOHO telemetry frame.

Since the realtime data stream is not guaranteed delivery, it is very possible that one or more of the blocks will be lost in the network and not be received by the IRTS.  IRTS reports a block sequence error when a block does not arrive.

Note that in this situation, IRTS cannot assemble the entire frame because one (or more) of the blocks containing a piece of the frame is missing.  IRTS cannot process a partial frame.  Therefore, because of losing a block, we have also lost the entire frame.  This is why when the IRTS frm_mon reports a block sequence error, there is also a frame sequence error.

On a related note, when you get a frame sequence error without a block sequence error, this means that the error has occurred at the station, and not the network.

10.3.2.6.1.4  
Network Line Bandwidth

Table 10.11 contains a list of the bandwidth taken by SOHO telemetry during specific spacecraft downlink rates and DHSS modes.  The line bandwidth include overhead for NASCOM blocks and IP.

	DHSS Mode
	Downlink Rate (with RS only)
	Line Bandwidth Used

	MR
	54.6 kbps
	80 kbps

	Idle
	246 kbps
	80 kbps

	Record
	246 kbps
	80 kbps

	Dump
	246 kbps
	330 kbps

	MDI-M
	246 kbps
	330 kbps

	MDI-H
	246 kbps
	80 kbps


Table 10.11  Network Line Bandwidth Usage

10.3.2.6.2  
Monitor data

DSN currently uses the new DSN-0158 monitor data format.  At each 34- and 70-meter station, the NMC Monitor Data Server (NMC MDS) at the site acquires monitor data from the station UPL and DTT.  These data are sent to the JPL Network Operation Control Center Monitor Data Server (NOCC MDS) and through the Monitor Input Assembly (MIA).

10.3.2.6.3 
Monitor Input Assembly (MIA)

The MIA is able to make connections to each 34- and 70-meters station's subsystem.  A set of configuration files tells the MIA which parameters to acquire from each subsystem.  The MIA generates the monitor blocks every five seconds.  The monitor data is then distributed to both the SFG for distribution to the project, and distributed through the JPL RNS for viewing inside the JPL VPN.  All monitor data is recorded by the CDR.

10.3.3 DSN/JPL/GSFC Personnel and Responsibilities

During each support, the FOT routinely interacts with various people via the voice system (section 10.4).  While troubleshooting, voice interaction increases.  This section outlines the personnel at each site and their roles and responsibilities.

10.3.3.1 DSN Complex Personnel

10.3.3.1.1  
Link Monitor and Controller (LMC) Operator

When talking to the station, the LMC is the person with whom you are talking.  The LMC is  responsible for configuring the equipment for support, and monitoring the equipment for problems throughout the support.  The LMC operator will most likely be the contact for the support after the TSS has notified of a problem requiring non-automated interface.

Contact the SOHO TSS operator for changes to:

· Prepass briefings (section 10.3.4)

· information regarding the station (uplink power, etc.)

· telemetry, monitor data,  or commanding problems

· requests for discrepancy reports from the DSN complex (not from JPL)

· postpass debriefings.

Their voice designation or "call sign" is the station number (ex: for D16 it would be "sixteen", or "one six"; D66 is "six six", etc., see 10.4.2.3).

10.3.3.1.2  
Signal Processing Center (SPC)

The SPC supervises all supports at that complex.  The SPC issues discrepancy report numbers to the LMC operators.  They monitor LAN and the SCP at the complex, and the network connection from the SCP to JPL.

In general, the FOT will not initiate contact with the SPC.  Usually the SPC will contact the FOT if the situation demands it.  An example would be if the LMC was trying to explain a station problem to you and was unsuccessful.  The SPC might then call you to help clarify the problem.

Their call sign is by complex (refer to 10.3.1) 

(e.g.,  Goldstone complex is "SPC ten", or simply "ten").

10.3.3.2 JPL Personnel

10.3.3.2.1  
DSN Operations (Ops) Chief

The "Ops Chief" supervises operations throughout DSN, ensuring the execution of realtime activities.  Contact the Ops Chief for these situations:

· The FOT needs to declare a spacecraft emergency

· Efforts to troubleshoot problems at the station have failed, causing a significant data loss

· Realtime schedule changes, such as pass extensions, or station replacement due to antenna failure.

10.3.3.2.2  
JPL Communications (Comm) Chief

The "Comm Chief", or "JPL Comm" configures voice lines, monitors and troubleshoots the JPL network, and performs CDR playback requests.

Contact JPL Comm for:

· The time for the prepass briefing arrived and the station has not called you.  To be courteous, wait up to 5 minutes after the scheduled time.

· CDR playback requests.

· Telemetry or commanding problems (ex:  if the LMC operator states that telemetry is leaving the site, ask JPL Comm if telemetry is reaching JPL).

10.3.3.2.3  
Tracking Support Specialist (TSS)

The Tracking Support Specialist is a near real-time operations advocate for the Deep Space Communications Complexes.  The TSS should be called first for problems before the Ops Chief.  The following is a list of the duties they perform:

· Provide off line advice on operations activities

· Facilitate rapid resolution of anomalous events

· Provide consultation services to the DSCC link controller for unusual or non-standard operations

· Assist in asset coordination for logistics, equipment, material, and personnel

· Handle event notification and briefings as specified or requested

· Provide event logging such as metric reporting and DR generation

· Facilitate scheduling and transmission of support products to the DSCCs

· Facilitate and participate in operational readiness tests (ORTS) and mission services training activities (MSTSS)

10.3.3.2.4  
SOHO Network Operations Project Engineer (NOPE)

The SOHO NOPE is responsible for verifying the DSN operational readiness in support of the SOHO mission.

The console crews should not speak with the NOPE, unless there is a test being conducted realtime.  The SOHO GSEs interface with the NOPE to discuss problems and possible solutions.

10.3.3.3 GSFC Personnel

10.3.3.3.1  
Goddard Voice Control

Goddard Voice Control administers the voice systems throughout Goddard, and the voice connection offsite, such as the voice connection to DSN.  They are the contact for any problems with the voice lines and/or equipment.

10.3.3.3.2 
Communications (Comm) Manager

The Goddard Comm Manager oversees operational communications for all Goddard missions.

Contact the "Comm Manager" if you have narrowed the source of the problem to Goddard.  For example, if JPL states that telemetry is leaving JPL, ask the Comm Manager if he can confirm receiving data from JPL.

The Comm Manager is the first point of contact for problems on Goddard.  The Comm Manager decides if further support is needed.  For example, if there is a Goddard network problem, contact the Comm Manager.  They will then probably contact IP NOCC (see next section) to help troubleshoot the problem. 

10.3.3.3.3  
IP Network Operations Control Center (IP NOCC)

The "IP NOCC" monitors the operational networks on Goddard.  IP NOCC does not monitor the IMOC internal network, their monitoring ability stops at the LANplex 2500 switches shown in Figure 10.1.  The IPNOCC is only able to see SOHO blocks from JPL.

Sometimes the IP NOCC will request IP addresses.  Please note, it is not your job to know these addresses or provide these addresses to them.  In fact, internal IP addresses are not supposed to be known by operational personnel.  If IP NOCC requests IP addresses reply that you do not know them.  Provide IP NOCC with our destination code (5D, or "five delta" in hex), and the code for the station (found on the TSTOL page o_codes).  It also provides the hostname of the Frontend and IRTS being used for operations.

10.3.3.3.4 
Conversion Device (CD) Manager

The "CD Manager" manages all conversion devices in the Goddard network.  The conversion devices (a.k.a. PTPs) are a method of IP-encapsulating the DGIBs.  SOHO does not use them directly for operational telemetry or commanding because the Frontends take care of encapsulating our commands, and the IRTS takes care of de-encapsulating the telemetry.  However, some PTPs can be used to monitor commands and telemetry for SOHO at some points in the network.  Therefore, the CD Manager may get involved when monitoring commands or telemetry.

10.3.4 Prepass Briefings

At the Start of Activities (SOA) for each attended pass, the LMC operator at the DSN station should dial in to the JPL voice system and call SOHO POCC for a voice check.  The SOA may also be considered the interface time.  (Refer to 10.4.2.2.1)  This does not always occur on time; occasionally the POCC has to call the JPL Comm Chief to establish a voice link with the site.  After an initial voice check is completed, a Prepass briefing is given to the station operator.  The “Console Pass Plans” binder has a section containing a table of station briefings.  The briefings are differentiated by antenna size, ranging or nonranging, nominal, or contingency.  The letter designation of the Prepass briefing to be used for a support can be found on the header page of the pass plan.  

Several of the Prepass briefings are listed again for blind acquisition.  This is normally done during the keyhole when there is a data rate change from high-rate to medium-rate.  Typically during the keyhole, a 34-meter station cannot lock on the high-rate downlink.  These briefing provide for the antenna sweeping without acquiring telemetry.  Then the FOT will use the k_ky_irtomr TSTOL procedure to command the spacecraft to medium-rate.  After the FOT sends the command, the station may acquire the medium rate downlink.  The SOE’s for 26-meter stations become obsolete in October 2009.  The SOE has used for briefing the stations are listed as follows.

10.3.4.1 SOE’s - Nominal and 26-meter Keyhole Operations

	SOE
	ANTENNAS
	SETUP
	TEARDOWN
	CONFIG
	ACTIVITY DESCRIPTION

	A
	46, 66
	40
	10
	NONE
	UPO TKG PASS, UPO VC4 DUMP, UPO HGA

	B
	46, 66
	25
	10
	NONE
	UPO TKG PASS, UPO VC4 DUMP, UPO HGA

	H
	24, 34, 54
	60
	15
	N064

N142

N063
	UPO TKG PASS, UPO VC4 DUMP, UPO HGA

	J
	24, 34, 54
	45
	15
	N056

N173

N086

N055
	UPO TKG PASS, UPO VC4 DUMP, UPO HGA

	F
	45,65
	60
	15
	N064

N142

N063
	UPO TKG PASS, UPO VC4 DUMP, UPO HGA

	V
	27, 45, 65
	45
	15
	N056

N173

N086

N055
	UPO TKG PASS, UPO VC4, UPO HGA

	I
	14, 43, 63
	30
	15
	N073

N075

N00H

N160

N096

N095

N161

N094

N162
	UPO TKG PASS DL, UPO HGA HR UL

	K
	15, 45, 65
	30
	15
	N073

N075

N00H

N160

N096

N095

N161

N094

N162
	UPO TKG PASS DL, UPO HGA HR DL


Table 10.12 SOE Nominal Operations & 26M Keyhole (HGA)

10.3.4.2 SOE’s - Continuous Operations

	SOE
	ANTENNAS
	SETUP
	TEARDOWN
	CONFIG
	ACTIVITY DESCRIPTION

	D
	46, 66
	40
	10
	NONE
	UPO T/P CONT

	E
	46, 66
	25
	10
	NONE
	UPO T/P CONT

	X
	24, 34, 54
	60
	15
	N083

N099

N134

N113

N114

N115

N112

N111

N133
	UPO T/P CONT

	Y
	24, 34, 54
	45
	15
	N089

N144

N130

N131

N152

N153

N132

N143

N128

N129
	UPO T/P CONT

	C
	45,65
	60
	15
	N083

N099

N134

N113

N114

N115

N112

N111

N133
	UPO T/P CONT

	Z
	27, 45, 65
	45
	15
	N089

N144

N130

N131

N152

N153

N132

N143

N128

N129
	UPO T/P CONT

	I
	14, 43, 63
	30
	15
	N073

N075

N00H

N160

N096

N095

N161

N094

N162
	UPO TP DL CONT

	K
	15, 45, 65
	30
	15
	N073

N075

N00H

N160

N096

N095

N161

N094

N162
	UPO TP DL CONT


Table 10.13 SOE Continuous Coverage

10.3.4.3 SOE’s – LGA Keyhole Operations

	SOE
	ANTENNAS
	SETUP
	TEARDOWN
	CONFIG
	ACTIVITY

	U
	46, 66
	25
	10
	NONE
	UPO LGA MR/HR UL

	D
	45,65
	60
	15
	N083

N099

N134

N113

N114

N115

N112

N111

N133
	UPO LGA MR

	E
	24, 34, 54 
	45
	15
	N089

N144

N130

N131

N152

N153

N132

N143

N128

N129
	UPO LGA MR/HR UL

	M
	24, 34, 54
	60
	15
	N083

N099

N134

N113

N114

N115

N112

N111

N133
	UPO LGA MR RNG

	R
	24, 34, 54
	45
	15
	N089

N144

N130

N131

N152

N153

N132

N143

N128

N129
	UPO LGA MR

	G
	45,65
	45
	15
	N089

N144

N130

N131

N152

N153

N132

N143

N128

N129
	UPO LGA MR

	P
	14, 43, 63
	30
	15
	N073

N075

N00H

N160

N096

N095

N161

N094

N162
	UPO LGA HR DL

	T
	15, 45, 65 (D/L Only)
	30
	15
	N073

N075

N00H

N160

N096

N095

N161

N094

N162
	UPO LGA MR DL

	W
	27 (45/65 U/L Only)
	45
	15
	N089

N144

N130

N131

N152

N153

N132

N143

N128

N129
	UPO LGA MR/HR UL


Table 10.14 SOE Keyhole Coverage (34M Keyhole (LGA)
10.3.5 Data Loss Prevention in DSN/JPL

There are three different ways data can be recorded throughout the DSN ground network segment.  In the event of some equipment failures and network outages, data may be recovered via CDR, from the station SCP, and DPS quicklook files.

10.3.5.1  
Central Data Recorder (CDR)

The Central Data Recorder (CDR) records SOHO telemetry for up to 30 days.  The TLP is set to process data as Virtual Stream 0 or Virtual Stream 3.  VS0 is an amalgam of VC0, VC1, VC2, and VC4.  VS3 consists only of VC3 data.  Since all data is recorded on the CDR, telemetry dropouts due to network problems between the SCP and GSFC are recoverable.  

Setting a VS to "record" means that the data is sent in the "complete" RNS mode. "Transmit" means sending in the "low-latency" RNS mode.  It is possible to do both at the same time.  The "complete" data is recorded at the site and sent out to the CDR, as allowed by the network bandwidth.  This is known as rate buffering.

10.3.5.2  
Station Communications Processor (SCP)

The data can be recorded at the Station Communications Processor (SCP).  If the CDR should ever fail, or if the network fails between the site and JPL, a warning signal will be sent to the SCP at each DSN site.  Upon reception of the warning signal, the SCP should start recording telemetry automatically.  FOT action is usually not required.  However, on occasion, since this is a network problem, the signal sent to the SCP is not received, and data is not recorded automatically.  Often the site operators will refer to the SCP and the complex's network as the RNS.  See the troubleshooting section of Appendix L, L.3.5 for steps to perform in this situation.

10.3.5.3  
Troubleshooting Steps

Refer to the troubleshooting section of Appendix L, L.3.3, and L.3.5.  for telemetry

10.3.6 Telemetry Recovery/DPS Quicklook Requests

In most cases, telemetry recovery for offline analysis requires no action by the POCC.  Any recoverable data should arrive in the final data delivery from DPS.  Recovery by the POCC is only necessary in a few circumstances:

· The situation requires recovery ASAP (ex:  spacecraft contingencies).

· DPS or the CDR had a problem, causing the final product to have data gaps.

· Completing the monthly trending but not all final products have been received from DPS.

· A TPOCC packet file for the missing data, is missing.

· A packet file is needed to generate limit or configuration monitor violations. 

Request specific data from the DPS to be delivered in a quicklook file.  Find the form located in Appendix K titled "DPS/SOHO FOT/EOF Special Request Form”.  Check the box for "Special Request", and fill out the rest of the form.  Circle "VC0&VC1" for the data type.  Give the request to the DPS Analyst.

If the DPS has the data, they will ftp the data to sh6fe1, as they would for a VC4 dump file.  As for a VC4 file, the PACOR poller converts this to a TPOCC packet history file for playback.

10.3.7 
Clock Correlation

Each telemetry block is time-stamped at the station by the TCP or DCC.  The FOT performs clock correlation to maintain OBT with TAI.  This process determines a "delta" value that indicates how much the spacecraft clock differs from the internationally recognized TAI (French, Temps Atomique Internationale).  The FOT uses this information to adjust the spacecraft clock (section 6.5.1).

Run clock correlation approximately every 8 hours.  Use the TSTOL procedure o_clkcorr.  During NRT, one WATCH runs on the FOT Workstation; do not run the procedure on the FOT Workstation during NRT.  It is best to run o_clkcorr on the second X-terminal (i.e. sh4xt2 or sh5xt2).  

On January 1 of every year, the clock correlation data files in the directory 

/home/soho/ops/output/clock_corr must be deleted using the TSTOL directive CLKCORR INIT before performing clock correlations in the new year.

10.3.8 Network Troubleshooting

The JPL Communications Chief (COMM Chief) is the point of contact for all telemetry, commanding, monitor data, and voice line outages.  The DSN Operations Chief (Ops Chief) is responsible for the entire ground network.  The Ops Chief can be contacted at any time to assist in troubleshooting an anomaly.

10.4 Voice Communications

10.4.1 General

This section describes the mechanisms, procedures, and protocol for SOHO Project voice communications during the nominal operations phase of the mission.  The voice plan defines the circuit assignments, users and call signs, and voice equipment used for normal operations.

Proper, disciplined, and controlled use of the voice circuits is essential for smooth operations.  The number of users, the amount of coordination, and the complexity of operations necessitate a heavy volume of voice traffic.  It is often difficult, at best, to monitor the voice loops and distinguish information that is important to a user.  Therefore, we must strive for short, concise, and to-the-point conversations, avoid unnecessary conversation, and utilize proper procedures and protocol to ease the burden and assure required communication occurs to conduct successful operations.

The following list of guidelines applies to all people and all voice loops, and must be followed to assure effective communications.

•
Voice traffic must be kept to a minimum on all circuits.  Many people will be required to monitor several circuits.  Minimizing conversations makes for less confusion.

•
Lengthy conversations should be moved to back-up phones.

•
Proper procedure and protocol must be followed.

•
Be considerate of other users in the room when using the loudspeakers.

•
Avoid use of voice circuits for conversations that can be carried out by individuals within the same room.

•
The number of people using the voice circuits should be kept to a minimum.  Each group should designate a spokesperson.

The Voice Distribution System (VDS) keyset allows you to communicate with other parties such as DSN and JPL in a way much like a telephone with a speakerphone and multiple lines.  The VDS keyset has a built in monitor speaker, a touch screen for activating voice lines, a standard number keypad, and functional keys such as volume control.  Each keyset comes with a push-to-talk noise-canceling handset. 

The touch-sensitive screen in the middle of the VDS (Figure 10.13  VDS Layout) is divided into seven (7) columns and four (4) rows for a total of 28 positions on the screen.  Each VDS can be configured with multiple screens or pages.  There are 10 pages available on the VDS.  All the "Buttons" SOHO uses for normal operations fit on one page.  Each button can be configured as TL-Talk/Listen, M-Monitor, LS-Loudspeaker, dial-direct key, or as a phone line.


[image: image14.wmf]
Figure 10.13  VDS Layout

The functional keys are located underneath the touch screen.  

Looking at them from left to right in Figure 10.13, their function is:

· Set of up and down arrows, used to change which page is displayed.  

· Hold key that used in conjunction with the VDS phone lines.

· Signal key that used to signal NASCOM Voice Control (Goddard Voice).  

· Push the button twice while on an active SCAMA or CCL to signal.  

· Voice control helps with voice loop problems or connections to the COMM manager.

· Set of up and down arrows that control whether the loudspeaker is "ON" or "OFF".  

· The down arrow will turn the speaker OFF.

· The up arrow will turn the speaker ON.

· A set of up and down arrows is used to set the Monitor (M) type line volume.

· A set of up and down arrows is used to set the volume of the loudspeaker (SPK).

· A set of up and down arrows is used to control the volume of the ringer (R).

Most buttons are configured for a circuit (line type) and a function.  Three (3) types of voice circuits are available.  The first two can be used with the Loud Speaker (LS), Monitor (M), and Talk/Listen (TL) functions.  The TL is itself a function key.

a. Switching, Conferencing, and Monitoring Arrangement (SCAMA) lines allow communication with the DSN sites, NASCOM, and other non-GSFC facilities needed to support the mission.  SCAMA lines are connected before the actual realtime support and disconnected upon support termination.  A dedicated voice line is used to provide the connection between JPL and SOHO POCC.  Note:  all SCAMA channels are recorded at NASCOM.

b. Closed Conference Loops (CCLs) are for communication with other NASA elements located on GSFC.  These include connections between the MOC, EOF, FDF, and the Building 26 PI facility.  CCLs are always available and are never disconnected by NASCOM.  Each is unique and provides communication with a particular facility.

c. Phone lines act just like regular phone lines.  The SOHO Phone List binder contains backup phone numbers assigned to each functional element.

10.4.1.1 VDS Functional Keys

10.4.1.1.1 Loudspeaker (LS) Function

An LS key is in the third row (Figure 10.13  VDS Layout) from the top of the screen.  It allows you to listen to all conversation on that circuit over the loudspeaker.  Up to 30 LS keys can be selected at one time.  The LS key is lit when on, and dark when off.

10.4.1.1.2 Talk/Listen (TL) Function

The Talk/Listen key allows you to talk and listen to another party using your handset or headset.  Push the TL key to activate it.  The key will blink when active.  To talk to another party, push the appropriate TL circuit key, depress the handset button, wait briefly, and then start talking.  After speaking is complete, wait briefly, then release the handset button, so your last words are heard.

While a TL key is active, and the talk key on the handset is depressed, the loudspeaker is muted for the associated LS circuit on your, and a nearby keyset to help avoid feedback.  For example, if SCAMA 131 is active, and you depress the handset button, the SCAMA 131 LS circuit is muted.  If a TL key is lit solidly, this means another SOHO VDS has that TL circuit active.  The TL key is dark when not active.

10.4.1.1.3 Monitor (M) Function

The M key selects which circuits are routed to the earphone of your handset at all times.  You can use this to assure you will not miss an important call.  Note, however, it can also make it difficult to hear the current conversation when another party converses on another monitored line.

The M key is lit when on, and dark when off.

10.4.1.1.4  
VDS Phone Lines

There are two phone lines available on the VDS.  These phone lines are not FOT specific but they also ring in the EOF.  The line 286-7584 is primarily for FOT use.  The line 286-7585 is primarily for EOF use.  The buttons for these lines will flash slowly when there is an incoming call.  The VDS will also ring when there is an incoming  call.

To use the phone line, touch the key.  The key will flash when you are using the line.  You may dial out using the keypad located on the right side of the VDS.  Push the key again to end the call.  Use the hold button before switching to another circuit, or the call will be disconnected.  The key will flash slowly when on hold.

Please note that any other VDS can be used to listen/talk to the same phone line.  This is one way to have a conference call.  This also means your conversation is not private.  Anyone can pick up the phone line from another SOHO VDS without your knowledge.

10.4.1.2 VDS Configuration

10.4.1.2.1 VDS Port Numbers

Each VDS has a port number.  Provide this port number to Goddard Voice Control if there problems with the keyset.  To find the PORT NUMBER:

· Deactivate all TL loops.

· No TL keys should be blinking.

· Press the "*" key on the keypad three times.

· The port number should appear in the center of the VDS screen.

· To clear the port number from the screen, push any numbered key.

10.4.1.2.2 VDS Configuration Screen

The VDS configuration screen allows adjustment the volume of individual keys.  Use this if the DSN site is very soft compared to another party on another circuit, such as EOF.

To access the configuration screen, make sure that no TL circuits are flashing and then push the "*" key on the keypad five times.  The screen will change slightly; all the keys will now have "nn DB" in the lower left corner, where nn is a number between -25 and 25.  The "DB" stands for decibels.  In addition, the "hold" and "signal" buttons have changed to "key vol dn" and "key vol up", respectively.

To adjust the volume for a particular key, touch the desired key so that it is lit, then push one of the "key vol" buttons.  The number nn will update to reflect your adjustments.

10.4.1.2.3 Rebooting a VDS Keyset

The first step in troubleshooting a problem with the VDS is to reboot it.  Do this before calling voice control about a problem with your keyset.  To reboot the keyset, first deactivate all TL keys.  Push and hold the "*" key.  Continue holding it and push and hold the "1" key, then release the "*" key.  Continue to hold the "1" key until the screen blanks out, then release it.

After a moment, the keyset will flash the following messages in the center of the screen:  "Initializing", "Loading Foreground Keys", and "Loading Background Keys".  The reboot is complete.  Please note that the loudspeaker is now OFF.

If the reboot does not work or does not fix the problem, check the cable connection in the back and try the reboot again.  If that does not work, contact Goddard Voice Control.  If another keyset is working, activate SCAMA 135 and push the signal button twice.  If all key sets appear non-functional, call Voice Control at 6-8737, or 6-5472.

When Voice Control answers, identify yourself as "SOHO", and state the problem.  Provide the port number of the non-working VDS, Section 10.4.1.2.1.

10.4.1.3 Voice Circuit Definitions

There are many users on the voice loop.  Within the SOHO elements users will be grouped by functional elements.  Table 10.15 shows the call sign for each functional element.  The call sign should be used when initiating or responding to a transmission on the voice loop.  The FOT's call sign is "SOHO POCC".

	Line
	Purpose
	Users
	Call Sign

	SCAMA 131
	This conference is designated for contact with JPL and DSN sites.  for realtime support activities, such as Prepass briefings, pass activities, postpass debriefings, telemetry problems, etc. 
	DSN Antennas
	(site dependent, section 10.3.3.1)

	
	
	Voice Control
	Goddard Voice

	
	
	TSS
	TSS

	
	
	JPL
	JPL Comm

	
	
	DSN Ops Chief
	Ops Chief

	
	
	Comm Manager
	Comm Manager

	SCAMA 135
	Use this as an alternate to SCAMA 131, to contact GSFC personnel such as the Comm Manager, IP NOCC, and the CD Manager.  This avoids having troubleshooting interrupt operational traffic.
	Comm Manager
	Comm Manager

	
	
	IP NOCC
	IP NOCC

	
	
	CD Manager
	CD Manager

	CCL 91
	Used for coordination of attitude operations, analysis, and associated activities between the FOT, AOCS Engineers, and the FDF, and SOHO attitude
	Flight Dynamics Facility
	FDF and

SOHO Attitude

	CCL 95
	Used by the FOT in the MOC and the EOF personnel for coordination of NRT operations.
	EOF SOC
	EOF

	
	
	Instrument teams
	(name of instrument; i.e. MDI, UVCS) 

	CCL 200
	Used for emergency announcements to all projects.
	Comm Manager
	N/A


Table 10.15  SOHO Voice Circuits and Call Signs

10.4.2 Voice Protocols

10.4.2.1 Establishing a Voice Link to a DSN Site

SCAMA 131 should always be connected to JPL.  At the scheduled start of activities (SOA), the LMC operator at the DSN site dials into the JPL voice network to connect to the SOHO conference loop.  The LMC operator would then contact the POCC to check the voice link (section 10.4.2.2.1).

Sometimes the LMC operator does not contact the POCC at the scheduled time.  In this case, if the pass is to be attended wait five minutes after SOA.  If voice contact has still not been established, contact the JPL Comm Chief and tell them you need a voice link to the station.

10.4.2.2 Establishing Contact on a Voice Loop

When calling someone on a CCL or SCAMA, the proper procedure is to first say the call sign of the party you are calling followed by your own call sign (SOHO POCC).  When using CCLs, this is followed by the title of the loop.  Nominal NASA protocol is to exclusively say each number when communicating.  (e.g. “One Five”, vice “Fifteen”).  With automated support the station may not be listening on the loop.  With voice contact not expected during automated support, call the Ops Chief, or TSS, when problems may arise.

Example:  
To call station D15:  


Activate SCAMA 131 and say: 



"Station One Five, SOHO POCC", or 



"One Five SOHO POCC"  


Note:  Speaking the "station" is formal, but not necessary.

Example:
To call the SOHO EOF:  


Activate CCL 95 and say:



 "E O F, SOHO POCC, CCL nine-five".

Note:  If there is already a discussion in progress between the party you wish to contact and another party on the loop and if there is something “IMPORTANT” you must first say, 

"Break, Break" before contacting the party to whom you wish to speak.

Answer a call the same way you initiate it.  Informally, you may say just your call sign.

Example:
You hear "SOHO POCC, Station six-six" or 

"SOHO POCC, six-six"

Formal reply:  "Station six-six, SOHO POCC" or 

"six-six, SOHO POCC"

Informal:
"SOHO POCC"

If a lengthy conversation is necessary, the back-up phone should be used.  In that case, one of the parties should initiate a call on a back-up phone to continue the conversation.  

Note:  CCLs and SCAMA lines should not be tied up with lengthy discussions. 

10.4.2.2.1 Voice Checks

Upon first contact with a DSN site, perform a voice check to ensure good communication.  To perform a voice check, call the site as above, but add the procedure word "voice check" (ex.  "Station Sixteen, SOHO POCC, voice check").  Speak in a normal tone of voice during a voice check.

The response to a voice check is "I read you…" then two numbers, rating loudness and clarity of the call, given as "x by y".  Each number should be between 1 and 5, 1 being the worst and 5 the best.  A call that you can both hear perfectly (loudness is 5) and understand perfectly (clarity is 5) is "5 by 5" ("I read you 5 by 5").

The formal voice check procedure is little used, but occasionally someone may request it.  They will ask for a count.  Speak the sequence  "1, 2, 3, 4, 5,  5, 4, 3, 2, 1" directly into the microphone at normal voice level.

10.4.2.3 Letters and Numbers

It is important to use the accepted phonetic alphabet for letters and numbers.  Through wide acceptance, certain abbreviations may be given by letter only without using the phonetic alphabet.  Examples of these are GMT and DSN.

Example:
"Fifty Microvolts" can be misunderstood for "Fifteen Microvolts”, but 



"Five Zero Microvolts" is explicit.  

Example:
"Test B" can be misunderstood for "Test D", but 



"Test Bravo" is unambiguous.  

Example:
When transmitting times in GMT, care must be exercised in the use of the letter Z. 



The phonetic pronunciation ("Zulu") could be mistaken for "Two Two".

The following prevents any ambiguity.  


"Liftoff  occurred at: 


· One Six hours 


· Four Zero minutes 


· Zero Seconds GMT."

10.4.2.3.1 Phonetic Alphabet

When use of the phonetic letter equivalent is required due to poor receiving conditions or for other reasons, use the phonetic alphabet as given in Table 10.16  Phonetic Alphabet
Table 10.16  Phonetic Alphabet




	A
	Alpha

	B
	Bravo

	C
	Charlie

	D
	Delta

	E
	Echo

	F
	Foxtrot

	G
	Golf

	H
	Hotel

	I
	India

	J
	Juliet

	K
	Kilo

	L
	Lima

	M
	Mike

	N
	November

	O
	Oscar

	P
	Papa

	Q
	Quebec

	R
	Romeo

	S
	Sierra

	T
	Tango

	U
	Uniform

	V
	Victor

	W
	Whiskey

	X
	X-Ray

	Y
	Yankee

	Z
	Zulu


Table 10.16  Phonetic Alphabet

10.4.2.3.2 Phonetic Numerals

Numerals will be pronounced as:

	1
	Wun
	
	6
	Six

	2
	Two
	
	7
	Seven

	3
	Tha-ree
	
	8
	Ate

	4
	Fower
	
	9
	Niner

	5
	Fi-Yiv
	
	0
	Zero


Table 10.17  Phonetic Numerals

Examples:

(1)
15 is pronounced as "one five".


(2)
150 is pronounced as "one five zero"


(3)
1500 is pronounced as "one five zero zero"

For decimal numbers, such as 5.45, pronounce the word "decimal" (i.e. five decimal four five).  For negative numbers, say "neg" (i.e. -2.5 is "neg two decimal five").

10.4.2.4 Procedure Words

The following procedure words (Prowords) in Table 10.18, and their meanings, have been established and should be used, as needed, on voice networks

	Proword
	Meaning

	Affirmative
	Yes

	All after
	I refer to all the transmissions following XXXX.

For example:  " Say again all after XXXX”.

	Break break
	I wish to interrupt a transmission in progress.

NOTE:  This proword (break break) is not used to interrupt urgent traffic.

	Copy
	I understand.

	Disregard
	Cancel my transmission in progress, or cancel my last transmission.  For example:  Disregard my last transmission." 

	Figure
	Numerals are to follow.  NOTE:  This proword (Figure) need not be used in requesting or giving parameter readouts, or when transmitting times.

	I spell
	I will spell the following phonetically.  For Example:  "ACU, I spell, Alpha, Charlie, Uniform, ACU."

	Negative
	No.

	On my mark
	An event is to take place.  A countdown will be at 1-second intervals.  The countdown may start with 10, 5, or 3, but the count should be at 1-second intervals toward zero and should end 1 second after "one" with the word "Mark”.

	Read Back
	Repeat all, or the specified portion of my last transmission.

	Roger
	I have received your transmission.

	Say again
	Repeat all, or the following portion of your last transmission, for example:  "Say again all after XXXX," or "Say again word after XXXX”.  

	Speak slower
	Self-explanatory.

	Stand by
	I must pause for a few seconds.

NOTE: Since Standby requires that the called party ignore his other calls and wait for your transmission, this would only be used if the waiting time is going to be less than the time it would take to break communications and reestablish them.  "Roger, I will call you back”, should be used if the waiting time is longer than this.

	Wilco
	I have received your message; I understand it, and will comply.

NOTE: "Roger" is never used with "Wilco”.

	Word after
	I refer to the word after XXXX.

	Word before
	I refer to the word before XXXX.

	Word twice
	Communications are difficult.  Transmit, each word, or group, twice.


Table 10.18  Voice Communication Procedure Words

10.4.3 Phone Use

There are varieties of phone lines available in each facility.  Several lines will be assigned as backups to the voice loops.  General rules about phones use are as follows:

· Lengthy conversations on any of the voice loops should be moved to the phone backup.

· Incoming personal calls for console personnel should be moved off the operational backup phone to another available phone.  Similarly, outgoing personal calls should not be made using the operational phone.

· Refer to the SOHO Phone list in the IMOC for telephone numbers.

10.5 Supporting Facilities

10.5.1 Experimenters Operations Facility (EOF)

10.5.1.1 General

The console crew interfaces with the EOF through the Science Operations Coordinator (SOC) to:

· Coordinate near-realtime (NRT) commanding activities (section 5.6)

· Notify experiment teams of problems, command anomalies, or limit violations

· Ensure telemetry reception in the EOF

The OEs interface with the EOF through the SOC, daily meetings, or instrument teams to:

· Receive OCDs (section 3.3.2)

· Provide daily spacecraft status reports

· Coordinate maneuver activities.

10.5.1.2 NRT Realtime

During realtime operations the FOT enables and disables NRT commanding per the planned timeline of activities, and upon request by the SOC or experiment teams.  Typically, NRT commanding takes place on the long pass during Goddard daylight hours.  The NRT is manually controlled during passes that are not automated.

10.5.1.2.1  
NRT Attended Operations

When the NRT channel is enabled, the FOT monitors NRT command execution and spacecraft performance.  The FOT disables the NRT channel if the spacecraft safety is jeopardized, or any time telemetry stops being received by the POCC or EOF.  However, if telemetry is being received at the POCC but not by the Instrument's Workstation (IWS), the FOT allows commanding to "safe" the instrument.

10.5.1.2.2  
NRT Automated Operations

The NRT channel is enabled for all automated passes after SVM activity is completed.  The NRT link is toggled each hour, and more frequently, if requested by the EOF, when commanding may be more time critical.  The toggling of the NRT link each hour ensures the ground command link remains available for good NRT commanding during unmanned operations.

10.5.1.3 Offline

Experimenters can submit delayed command loads to the CMS for routine science operations.  Load files must be submitted by noon local time for uplink on the next operational (GMT) day.  This allows the FOT at least seven hours to process the load and schedule the uplink of the load.  If the experiment team desires the load to be uplinked during a weekend, the load file must be submitted by noon on Friday.  The submitted file must specify an uplink window.  If possible, the uplink window should be wide enough to cover two passes and be at least twelve hours in length.  If multiple files are submitted with overlapping uplink windows, it must be stated clearly in the comment field in which order the files are to be uplinked.  If there are specific timing constraints between loads, or TSTOL procedures to be run between loads, an OCD must be submitted along with the delayed command files.

Routine OCDs submitted by experimenters or the SOC must be received by noon local time to take effect the next operational day (GMT day).  However, this does not apply to contingency situations endangering the instrument; these can take effect upon approval.  If a request is received by phone, direct the individual to email or fax a hard copy to the EOF.  If it occurs during off hours, use the experimenter’s request to generate an OCD so that the OE can review it the next day before authorizing the change.  An OCD cannot be implemented without authorization by an OE.  Authorization is usually verified by the OE’s initials and date on the OCD.  However, in case of emergency activity that is defined in the “Experiment Emergency Activities” binder, verbal authorization from the OE is sufficient.

10.5.2 Flight Dynamics Facility (FDF)

10.5.2.1 General

The primary interface between the FDF and the SOHO POCC is the Transportable POCC (TPOCC) Local Area Network (TLAN).  There are two connections between the FDF and the POCC.  First, the POCC sends incoming attitude data to the FDF (section 10.5.2.2).

Second, the FDF provides products to the FOT.  Many of these products are files sent via FTP to the CMS, though some are hardcopy reports sent via fax or email (section 10.5.2.3, 10.5.2.4).

10.5.2.2 Realtime Attitude Link

Nominally, there will be no interactive realtime support during either the prime shifts, or off-shifts required of the FDF.  The TSTOL procedure o_sohoup opens the link to allow transmission of all attitude packets to the FDF.  Attitude data is also recorded in an attitude history file named HAHHMMS.SS in the ~/output/attitude directory.

10.5.2.3 FDF Products

The FDF routinely provides the following products to the FOT:

· Roll Steering Law (RSL) tables (uplinked every three to four days)

· Tracking star selection information (as required)

· Guide star selection information (weekly, as needed)

· HGA nominal control table (End of each “KEYHOLE”)

· Updates for X-axis and roll off-pointing anomaly thresholds (if necessary)

· Spacecraft range files for clock correlation (monthly)

· View periods for select DSN sites 

· D14, D15, D24, D27 at Goldstone

· D34, D43, D45, at Canberra

· D54, D63, and D65 at Madrid

· Wheel speed plots and predictions (weekly)

· Weekend star reports (weekly)

10.5.2.4 Special Support Procedures

Special supports for SOHO involve spacecraft maneuvers, and contingency operations.  During maneuvers, the FDF provides critical realtime support.  The FDF monitors for stuck thrusters and monitors roll rate during all momentum management and stationkeeping maneuvers.  After burn completion, the FDF provides absolute roll attitude of spacecraft and determines if new HGA or nominal control tables are required.  They also monitor the performance of the reaction wheels during maneuvers.  The FDF maintains and analyzes maneuver records to verify thruster performance, perform thruster calibrations, detect any anomalous trends, and compute remaining fuel.  They analyze ranging data to determine spacecraft orbital position and maneuver inputs and evaluations.  The FDF provides the following products for special supports:


· Roll attitude determination based on starmap data

· Inputs for roll trims after roll adjustments

· Roll telemetry offsets after roll attitude determinations

· Thruster pulse command inputs for delta-V maneuvers (1 week, and 24 hrs prior)

· Thruster pulse commands for momentum management operations

· Update star threshold setting during maneuver operations, if necessary

· CRS drift updates

· Maneuver results.

10.5.2.5 TPOCC Displays to FDF

FDF sometimes needs to look at POCC pages to support maneuvers.  Use the script fdf_display on the backup string to send a POCC display to one of their computers (section L.2.39 of the HAM).

10.5.2.6 Data Processing

10.5.2.6.1  
Distribution and Storage

DPS retrieves data from the JPL CDR for processing.  DPS archives all data permanently to the Raw Data Archive (RDA), located in the anteroom (C130) of the IMOC.

10.5.2.6.2  
VC4 data

The IRTS VC4 quicklook function records incoming VC4 data and transfers it via FTP to the DPS.  The DPS processes this data into forward order data and transfers it back to string 6 and each ITPS.  The PACOR poller and PACOR convert functions on the offline string convert this processed file into a TPOCC packet file, so the FOT can replay the data in order to get limit and configuration monitor violations.

10.5.2.7 Weather Conditions

Weather conditions affect the availability of commercial power.  The codes dictate action required by Goddard Facilities to maintain power, and do not necessarily reflect actual weather or forecasted weather conditions.  A summary of conditions and definitions is provided in Table 10.19  Weather Conditions.  The FOT typically does not take any action because of a certain weather condition, other than to place a note in the SSE log.  Operational systems get electrical power from uninterruptible power supplies (UPSs).

	Condition
	Description
	Action

	1
	Watch
	Emergency Power may be needed

	2
	Warning
	Prepare for emergency action

	2C
	Confirmed Condition
	Emergency action should begin

	3
	Reconfiguration Action
	Diesel power available

	4
	All Clear
	Resume normal operations


Table 10.19  Weather Conditions

10.5.3 Flight Software Maintenance Facility

10.5.3.1 General

The Flight Software Maintenance Facility (FSMF) provides development of new spacecraft software and patches to repair existing software as needed, and tests and validates the software.  The FOT will compare and provide the image of actual flight software to the facility after uploading a new image.  Figure 10.14 illustrates the interface.

For information on how to perform flight software maintenance, refer to section 5.7.

[image: image15.wmf]
Figure 10.14  Flight Software Maintenance Facility Concept

10.5.4 Simulator (SIM)

The SOHO Simulator is a dynamic spacecraft simulator used to train the FOT, verify G/S readiness, and validate all flight procedures and scripts.  The simulator models the AOCS, thermal, COMS, COBS, and an electrical subsystem of the spacecraft, generates a telemetry stream in packetized CCSDS format, and accepts and processes spacecraft commands.  Low, medium, and high rate telemetry is simulated.  Science data obtained from experimenters, is inserted into VC1 packets, to thoroughly test the ground system.  The high rate telemetry stream includes data from a data recorder simulation, canned MDI data, or idle pattern data.

The simulator has the following capabilities:

· Telemetry Stream Generation and Collection - LR, MR, HR

· Transfer Frame and Packet Generation

· Command Processing

· Integration of COBS

· Playback of ESA supplied data tapes

· Modeling of DHSS

· Telemetry decommutation of packets

· Modeling of EPSS including PDUs, Solar arrays, Batteries, and BRU

· Modeling of Thermal Subsystem

· Modeling of ANTS including positioning of HGA

· Basic Instrument Models

· Full ground system simulation including DSN Status Block

· Tape recorder save to disk

· DHSS, EPSS, Thermal, and ANTS Dynamic Anomaly Modeling

· Dynamic Modeling of AOCS.

The SOHO Simulator is located and operated at GSFC and is connected to the POCC using a standard NASCOM interface.

You can control the SOHO simulator via a GUI interface. 

See L.2.16 through L.2.19 of the HAM for instructions on how to start it.

10.5.4.1 Product Simulation

Products related to the spacecraft require simulation upon creation.  Changes to procedures that involve changes to commands, or loop structures containing commands must also be simulated.  Simulation helps ensure that the product will work as desired on the actual spacecraft.

10.5.4.1.1 
Procedures

Part of the MOCR process involves procedure simulation, or simulator validation.  

See Appendix E.

In would be impossible to write detailed instructions about how to validate a procedure using the simulator.  However, follow these general guidelines:

· Configure the simulator as expected by the procedure.  An OE should provide the MOCR or simulation form and required procedures used to configure the simulator as expected.  If multiple configurations are expected, test them all.  (e.g. If the procedure can be used when AOCS is in either RMW or NM mode, test both situations.)

· Verify all commands in the procedure are accepted by the simulator, and that the command has the intended effect.  This includes making sure telemetry checks for commands are successful.  For instrument commands, verification, and acceptance is enough.  The instruments are not modeled for all commands, and may not respond as expected, or at all.

· Test contingency situations.  For example, a procedure that switches on a unit, then checks the voltage.  If the voltage is "bad", the procedure switches the unit off.  In this situation, you would test both "good" and "bad" voltages.

10.5.4.1.2  
Operations Scripts

Generally, to simulate a script, you first place the simulator in the expected configuration.  Then run through the entire script.  Any deviations from the script must be noted.

10.6 Flight Operations Databases

10.6.1 General

The FOT uses two kinds of databases for flight operations.  Various software packages use databases to process telemetry and commands.  The FOT uses databases to track anomalies, training, products such as procedures, and to generate metrics.

10.6.2 SOHO System Database (SDB) Processing

The SOHO system database (SDB) is a collection of data files that contain spacecraft telemetry and telecommand parameter definitions and values.  It is provided to the Project by Astrium, the spacecraft contractor.  These files are derived from the integration and test (I&T) database.

The FOT, in coordination with the PIs, augments the data files with information necessary for the POCC and the CMS to fulfill the operations processing requirements.  It also converts the SDB to a format defined by the Data Format Control Document (DFCD, RD21) before the transfer to the POCC.  The term Project Database (PDB) refers to the validated database files that are sent out to other ground elements and used to create the POCC Operational Data Base (ODB) (see Appendix N).

The POCC software uses the ODB files to process telemetry and commands, and determine limit values.

10.6.3 CMS Databases

The CMS Databases include two levels of rules:  Activity Rules and Command Rules.  Refer to Appendix F for more detailed information.

10.6.4 FOT databases

To help the FOT train and manage operations information, ancillary knowledge bases (databases) are being developed by the FOT.  Most of the databases are located on the Database computer, in the "Databases/FP DBs" folder (exceptions noted in following sections).  Following is list of SOHO databases:

· Ground Anomaly Database

· Spacecraft Anomaly Database

· Discrepancy Reports (DR) Database

· MOCR Database

· OCD Tracking Database

· CIF Index Database

10.6.4.1 Anomaly Databases

Since 1998, anomalies on the ground segment are tracked separately from spacecraft anomalies.  Before 1998, anomalies were tracked in one file, the "Flight Anomaly DB".  Each year beginning in 1998 has its own database.  For example, the ground segment anomalies in 1998 are tracked in "98 Ground Anomaly DB", in 1999 the "99 Ground Anomaly DB", and so on.  Refer to section 9.3.1.1 for instructions on filling out anomaly reports.

10.6.4.1.1  
Ground Anomaly Database

This database tracks and reports on ground segment anomalies.

10.6.4.1.2  
Spacecraft Anomaly Database

This database tracks and reports on spacecraft anomalies.

10.6.4.2 SOHO Contact Lists

This is not a database, but a repository of phone contacts.  There are multiple documents located on the SOHO Server in the "Misc/Address & Contact List" folder and in the Phone List binder located above the operational string.

10.6.4.3 Discrepancy Reports (DR) Database

This is not an FOT database, but an external application called ARUser.  The FOT uses it to track problems with operations software, such as the POCC, ITPS, and IRTS.  Reference Appendix L for instructions on submitting a DR.

10.6.4.4 MOCR Database

This database is used to keep track of Mission Operations Change Requests (MOCRs).  MOCRs are used to request changes to operations such as procedures & UNIX shell scripts in order to correct problems, improve efficiency, or adapt to circumstances.  MOCRs must be approved by both an OE and an FOT Manager.  See Appendix E for more information on the configuration control process.

10.6.4.5 OCD Tracking Database

This database contains a numbered list of OCDs, the submission data, brief description, and status.

10.6.4.6 CIF Index Database

This database contains a numbered list of issued CIF along with a brief description, section indication, date, active status, and FOP reference.
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