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3.1 Flight Operations Team (FOT) Organization

The organization of the FOT is based on previous mission experience of Honeywell Technology Solutions Inc. (HTSI) Flight Control Systems (FCS) tailored to the needs of the Solar and Heliospheric Observatory (SOHO) mission.  Key drivers affecting the organization and staffing of the SOHO FOT include:

· Extensive realtime operations, including a multi-month continuous operations period each year

· Near realtime commanding for the science mission:

· The Experimenters' Operations Facility (EOF) and near realtime science approach 

· Limited spacecraft on-board stored command usage by the experimenters

· Orbit at the L1 point (transmission delay)

· Expected ground systems’ capabilities (automation, message metering, pipelining of commands)

· Non-typical command formats (SOHO's command structure is vastly different from other missions at Goddard Space Flight Center (GSFC))

· Science data capture requirements and the science data collection approach (realtime, minimal replay capability, 96% recovery)

3.2 Responsibilities

The European Space Agency (ESA) has overall mission responsibility and the National Aeronautics and Space Administration (NASA) is responsible for the implementation of the SOHO ground system and flight operations in accordance with mutually agreed flight operations requirements and flight operations plans.

The following position descriptions are excerpted from the ESA/NASA Mission Management Plan For The Solar Maximum Mission Phase (December 1998).

3.2.1 SOHO Programme Manager

The SOHO Programme Office has the ultimate responsibility for ALL aspects of spacecraft operations, including the associated ground segment, and is staffed by the NASA Programme Manager and the ESA Programme Manager.  Figure 3.1 shows the SOHO Programme Office organization chart.

3.2.2 NASA Programme Manager

The NASA Programme Manager is responsible for SOHO routine operations including overall management and coordination of NASA resources utilized in support of SOHO mission operations and data analysis.
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Figure 3.1 SOHO Programme Office Organization Chart
The NASA Programme Manager co-chairs the SOHO Configuration Control Board (CCB) and is responsible for the implementation of all approved changes.  The NASA Programme Manager is also responsible for resolving all ground segment issues, including any associated with the Deep Space Network (DSN).

3.2.3 ESA Programme Manager

The ESA Programme Manager is resident at GSFC.  The ESA Programme Manager is specifically responsible for the technical integrity and safety of the spacecraft and science instrumentation.  For normal routine operations, the ESA Programme Manager interfaces with the NASA Programme Manager and is responsible for approving all changes to spacecraft operational procedures requested by the Programme Manager, Project Scientist Office, or the NASA Mission Director (MD).  The ESA Programme Manager serves as co-chair of the SOHO CCB.

The ESA Programme Manager is responsible for resolving all on-board anomalies.  In the event of a critical spacecraft anomaly or special events requiring the suspension of routine operations, the ESA Programme Manager assumes responsibility for spacecraft operations until such time as the spacecraft is declared ready to resume routine operations.  The ESA Programme Manager shall be present at GSFC for all non-routine operations and is responsible for chairing the Malfunction Review Board (MRB) to investigate anomalies.  The ESA Programme Manager is further responsible for coordinating offsite ESA support and ensuring additional support is provided at GSFC, when deemed necessary.

3.2.4 SOHO Project Scientist Office

The SOHO Project Scientist Office provides continuity and institutional support to science operations and to all investigator activities.  The SOHO Project Scientist Office is managed by the ESA Project Scientist and his deputy, the NASA Project Scientist.
3.2.5 ESA Project Scientist

The ESA Project Scientist is resident at GSFC.  He chairs the SOHO Science Working Team (SWT) and has responsibility for science operations in accordance with the policy and guidelines established by the SWT.  Thus, he has responsibility for approval or disapproval of science operations scripts.

The ESA Project Scientist interfaces with the SOHO Programme Office and the NASA Project Scientist for matters related to NASA resources and the integration of high priority science operations with spacecraft operations.

3.2.6 NASA Project Scientist

The NASA Project Scientist for SOHO serves as the deputy chair of the SOHO SWT and supports the ESA Project Scientist as deputy.  The NASA Project Scientist is responsible for all NASA resources relating to science operations and data analysis.

3.2.7 NASA Mission Director (MD)

The NASA Mission Director is responsible for technical direction of the FOT and the Flight Dynamics Facility (FDF).  In addition, the MD is responsible for resolution of ground system anomalies and sustaining ground system engineering.  Currently, the Mission Director is also the NASA Programme Manager.

3.2.8 ESA Technical Support Team Manager

The ESA Technical Support Team Manager is resident at GSFC.  He is responsible for the management of the on-site ESA technical support team for assessing spacecraft performance and performing trend analysis of spacecraft parameters.

The ESA Technical Support Team Manager coordinates ongoing flight software maintenance activities, and support for nominal and unexpected behavior of spacecraft systems.  Currently, the ESA Technical Support Team Manager is also the ESA Programme Manager.

3.2.9 ESA Technical Support Team

The ESA Technical Support Team is made up of engineers from both ESA and Astrium.  Each is considered a spacecraft expert and is responsible for providing detailed, technical analysis in support of operations (including realtime during non-nominal situations, subsystem evaluations and all spacecraft related anomalies).  The ESA Technical Support Team produces all of the official long-term trending analysis for the SOHO spacecraft.

3.2.10 NASA Flight Operations Team (FOT)


Figure 3.2
 shows the FOT organization chart.  

This chart shows the administrative structure only.
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Figure 3.2 FOT Structure and Organization

3.2.11 Technical Manager

The Technical Manager is responsible for long-term planning and is the primary interface with other ground elements for planning purposes.  The Technical Manager provides on call support 24 hours/day, 7 days/week and supervises the engineering staff.  

The Technical Manager performs the following functions:

· Directs day-to-day operations and has overall responsibility for all technical matters relative to the SOHO spacecraft.  

· Acts as the Lead Observatory Engineer (LOE) and can supersede any of the other OEs/GSEs  

· Defines the FOT trending philosophy and contingency approach and methodology  

· Identifies high-level procedures and process improvements

· Performs Flight Software Maintenance (FSM) activities under NASA responsibility.  This includes routine maintenance of flight software reconfigurable parameters.  

· Identifies and performs all necessary changes to variable software parameters based on spacecraft operating conditions. 

· Acts as the interface with ESA for FSM activities.  The Technical Manager is not responsible for any flight software code changes but is responsible for trending any software programmable parameters and assessing operational performance of the on-board software.  

· Administers and serves as a member of SOHO CCB. 

· Develops and conducts training as well as validates training materials.  

· Participates in maintaining and updating operational documentation

· Keeps team members informed of available training courses and ensures that shift workers have the opportunity to attend.  

· Assures the transfer of information via the Crew Information File (CIF), and that system level issues are being worked.  

· Provides administrative support including approval of time off requests and attaining required coverage, ensuring all timecards are open on time and completed correctly as well as approving all SOHO FOT timecards.  

· Identifies staffing needs, creates job postings, reviews resumes, coordinates and conducts interviews, and makes hiring decisions.  

· Ensures monthly safety inspections of required work areas are performed, safety talks are administered, and written safety reports are provided to the Health and Safety Coordinator. 

3.2.12 SOHO Systems Engineering and Analysis

The SOHO Systems Engineering component provides systems level technical support to the FOT.  This team consists of three Observatory Engineers (OE) and a Ground Segment Engineers (GSE).  

3.2.12.1 Observatory Engineers

There are three Observatory Engineers (OE).  The OEs are responsible for the daily execution of pass activities, performance assessments, trending, special operations planning, anomaly investigations, contingency reaction, related coordination with ESA and the spacecraft contractor, and generation of related reports, as well as the direction and implementation of certain critical operations activities.  This team serves as the primary FOT interface with the resident experiment teams and the Science Operations Coordinator (SOC).  The interface with the EOF for operations is through the SOC.  However, the OEs do interface directly with experiment teams concerning Transportable Payload Operations Control Center (TPOCC) System Test and Operations Language (TSTOL) procedures, limits, and contingency script changes.  At least one OE attends the daily and weekly planning meetings to assist in the scheduling of spacecraft and ground system resources to optimize science operations.  OEs serve as spacecraft subsystem experts and will interact, as required, with the ESA Technical Support Team.  OEs serve under the Technical Manager.  Each Observatory Engineer performs continued systems level analysis of observatory performance.  The OEs perform continuous systems analysis to ensure ground system capabilities can adequately support spacecraft activity and performance during all phases of the mission.  One OE is on call and is the focal point for all operations during an operational week.  All of the OEs have the authority to direct the realtime control team for all operations.

3.2.12.2 Ground Segment Engineer

The GSE is the point of contact for all ground segment related issues and interfaces, including the DSN.  The GSE reviews and approves the resolution to all ground anomalies and supports the command and control component of the team in realtime as needed.  The GSE is responsible for the operational testing of all new ground system software.  The GSE has the authority to direct the realtime control team for operations.  Additionally, the GSE functions as a backup Data Processing System (DPS) Specialist, or backup Planning Analyst as needed.

3.2.12.3 Observatory Engineer – Training

The Training OE is responsible for the development and implementation of the training plan as well as training new members of the team.  In addition, the Training OE develops and administers recurring training.  Recurring training consists of quarterly written tests, seminars, and simulations of non-routine operations and contingency response.  The Training OE has the authority to direct the realtime control team for operations.  Additionally, the Training OE can function as a Spacecraft Subsystem Engineer or a Realtime Engineer as needed.  This function is shared between the three OEs, with one OE designated as the training lead.

3.2.12.4 Planning Team

The planning team consists of one Planning Analyst, one Project Scheduler, and two Scheduling Representatives.

3.2.12.4.1 Planning Analyst

The Planning Analyst is responsible for interfacing with the Command Management System (CMS) developers to enhance CMS functions as well as performing operational acceptance testing of the CMS software.  The Planning Analyst’s main duties are operating the CMS workstation for all command load creation, generation, and validation, performing routine CMS file maintenance, and generating daily pass plans.  The Planning Analyst serves as a backup to the DPS Specialist for operating and testing the Data Processing System (DPS), updates and develops procedures and scripts, and assists flight operations planning and team training exercises.  The Planning Analyst also serves as the backup Project Scheduler.
3.2.12.4.2 Project Scheduler

The Project Scheduler is responsible for scheduling all contacts with the spacecraft using the DSN and is the single point of contact for all schedule related issues.  The scheduler maintains flight view periods from FDF as well as support requirements and scheduling constraints.  The scheduler interfaces with the Programme Office, the MD, the SOC, and the engineering day staff to coordinate spacecraft to ground activities.  The scheduler, in conjunction with the Scheduling Representatives, performs conflict resolution negotiations with DSN schedulers and other DSN users to maximize science data return.  The scheduler performs long range planning and scheduling of routine contacts, continuous operation periods, stationkeeping maneuvers, and other special activities.  The scheduler is responsible for operating the Common Allocation Scheduling Tool (CAST), Internet, and the CMS to execute scheduling functions.  The scheduler acts as the backup Planning Analyst.

3.2.12.4.3 Scheduling Representatives

There are two scheduling representatives, located at JPL in Pasadena, California.  The scheduling representatives meet or coordinate electronically with Project Schedulers on a regular basis.  The main function of the scheduling representative is to perform project scheduling in support of International Solar-Terrestrial Physics (ISTP) (WIND, POLAR, SOHO, GEOTAIL, and CLUSTER), Advanced Composition Explorer (ACE), and medium-size explorers (MIDEX) (MAP and IMAGE) science data return.  The scheduling representatives provide advanced scheduling, DSN scheduling, and realtime scheduling as well as conflict resolution support.  The scheduling representatives are the primary interface for GEOTAIL, CLUSTER and MIDEX and the backup representative for SOHO, ACE, WIND and POLAR at the weekly DSN scheduling meetings (26 meter and 34 meter) and the weekly Resource Allocation Planning (RAP) meetings.  The scheduling representatives also represent all of ISTP, ACE and MIDEX at the monthly Joint Users Resource Allocation Planning (JURAP) Committee meetings and the Biannual Resource Allocation Review Board (RARB) meetings.  The scheduling representatives maintain view periods, orbital files and mission support requirements.

3.2.12.5  SOHO DPS Specialist

The SOHO Data Processing System (DPS) Specialist is responsible for level zero processing of all observatory and science data.  The DPS Specialist provides routine system maintenance, utilizing the Systems Engineering and Test organization for atypical hardware and software support and anomaly resolution.  They also integrate upgrades, perform system testing, support security scans of the Center Network Environment (CNE) network, and resolve any problems with the DPS.  They interact with customers from EOF, Experimenters' Analysis Facility (EAF), and Stanford University.  The DPS Specialist develops and documents operating procedures, ensures delivery goals are met, and performs routine data analysis.  They test system upgrades to the software and hardware on both the prime and backup systems.  The DPS Specialist supports network and mission testing, such as testing data from DSN 26-meter upgrades.  They develop process improvements to the operational system to enhance performance, streamline processes (employing automation when appropriate), and adhere to corporate and customer goals.  They specialize in the data processing and delivery of all level zero products, specifically VC4 Quicklook files and 24-hour level-zero processing (LZP) files delivered to the FOT, and both Quicklook and final LZP data deliveries to the SOHO science community.  They generate and provide weekly Daily Status Reports (DSR) and monthly trending reports to the FOT.  They generate daily multiplexed (MUX) product evaluation reports used by the GSEs to provide data loss accounting information to the Programme Office weekly.

3.2.12.6 Realtime Control Team

Since the implementation of automated operations, the role of the realtime control team has been reduced.  For manual passes, a two-person team operates the ground system during all spacecraft contacts.  The control team performs day-to-day realtime and offline processing operations.  The team monitors the health and safety of the spacecraft and instruments.  The team is responsible for assessing the spacecraft performance during a pass.  The team conducts verification of spacecraft configuration and subsystem operability.  This consists of knowing the current configuration of the spacecraft at all times, monitoring the limits and configuration monitors for any expected state changes, and monitoring specific telemetry parameters on a regular basis.  The FOT ensures the spacecraft responds properly to all transmitted commands.  The control team generates appropriate spacecraft anomaly reports and maintains the logbook.  

3.3 Operations Configuration Management and Security

Measures are necessary to ensure that configuration management is performed on operational databases, TSTOL procedures, hardware, products, etc., and that adequate security measures are implemented to maintain the safety of the spacecraft and mission.  All changes to a configuration controlled item MUST be requested via a Mission Operations Change Request Form (MOCR). 

Appendix E details the configuration control process for SOHO.

3.3.1 Security Measures

SOHO security:

· All personnel at GSFC must have proper identification visible at all times

· All personnel need a key card to enter building 3/14

· All personnel need an approved key card to enter the SOHO facility

· All team members are certified for flight operations.

The POCC system security measures:

· One Command Controller (CC) per string

· One Mission Controller (MC) per string

3.3.2 Changes to Operations  

3.3.2.1 Change Request (CR)

The SOHO Configuration Control Board (CCB) reviews, for completeness and accuracy, all changes affecting spacecraft or instrument operations.  All changes that pass through the CCB must be documented and tracked using a SOHO Change Request (CR) form.  Typically, CRs will be submitted by the FOT for either changes required by the FOT, or changes requested by an outside party (ESA engineer, experiment team) through an OCD.

3.3.2.2 Operations Change Directive (OCD)

Our customers can request both temporary and permanent changes to operations by submitting an Operations Change Directive (OCD) form.  OCDs are created for a variety of reasons.  The following list highlights those OCDs, which will serve as inputs to a newly issued CR requiring SOHO Programme Office approval (not an inclusive list):

· Change an existing TSTOL procedure, or create a new one

· Change an existing script, or create a new one

· Update software

· Update operational database

· Change contingency procedures.

Other OCDs may be executed without first passing through the SOHO Programme Office, such as the following (not an inclusive list):

· Special execution of an already existing TSTOL procedure

· Suspend monitoring of / monitor additional experiment parameters

· Special payload module (PLM) tasks (e.g. changing heater parameters)

· Changing the science submode

· Change limit values (modified limit change procedure submitted to the SOHO Programme Office after change implemented)

· Other special operational requests (e.g. additional VC2 periods, special instrument contingencies, unscheduled load uplinks)

The party (experiment team, ESA engineer) requesting a change submits the OCD to an OE.  If the OCD specifies a product change, the OE generates a CR (if required) and a MOCR form for that product.  In this case, the MOCR process (see Appendix E) must then be followed. 

OCDs are due by noon, local time, to take effect the next operational day.  An exception to this rule is that if MDI notifies the OE during the daily EOF science meeting that they require extra VC2 data collection, the OCD will be accepted up to noon on that day.  If a request is received from an experimenter by phone, they will be directed to email the request or fax a hard copy of it to the EOF.  If this happens during off hours, the experimenter’s request will be used to generate an OCD so that the OE can review it the next day before authorizing the change.

The console crews may NOT implement an OCD unless authorized by an OE.  The only exceptions are emergency OCDs asking for any of the emergency activities defined in Appendix C2, the Experiment Emergency Activities binder.  These OCDs can be implemented with verbal approval of the OE.

3.4 Quality Management

The quality of the flight operations work is assured through every means available, including:

· Status reporting

· Anomaly reporting

· Advance planning and close coordination with the Programme Office and scientists to maximize science operations

· Performance metrics to measure FOT performance and improvements 

· Configuration management (section 3.3)

· Thorough training 

· FOT console operations certification requirements

· ISO 9000 controlled documentation

· Risk assessment and management

· Use of best practices from other flight operations teams

· IT security

· Testing of ground and spacecraft procedures

· Soliciting of feedback from the Programme Office, scientists, and mission elements.

3.4.1 Status Reporting

The SOHO FOT provides operations status reporting in several different ways.  These include:

· Daily reports

· Daily/weekly science meeting operations status report

3.4.2 Anomaly Reporting

The SOHO FOT reports all ground and spacecraft anomalies.  The anomaly reports reside in a database and hard copies are maintained.  All ground anomalies are reviewed on a weekly basis with the SOHO Mission Director (MD).  The SOHO MD is the closeout authority for ground anomalies.  The spacecraft anomalies are reviewed, actioned, and closed by the ESA technical team.

3.4.3 SOHO Programme Office Coordination

The SOHO FOT coordinates all operations closely with the SOHO Programme Office.  The Programme Office convenes a weekly status meeting each Monday morning at 0900 (meeting held on Tuesday for weeks with Monday holidays).  FOT reports status on:  

· Spacecraft

· Ground system

· Training/certification

· Staffing

· Scheduling

· Special operations status reports (after action)

For any special operations, the Programme Office conducts a SOHO Operations Readiness Review (SORR).  The FOT provides an overview of the planned activities and timeline.  The Programme Office makes a determination of the overall readiness and approves the activities.

For spacecraft component anomalies or failures, the SOHO Programme Office convenes a Malfunction Review Board (MRB).  The FOT and the ESA technical team provide a description of the anomalous indications.  Possible causes and fixes are discussed.  Action plans for further testing, workaround, or resolution of the anomalous condition are approved.  The SOHO Programme Office also utilizes the MRB to review anomalies caused by discrepancies or errors in the operations process.

The Programme Office conducts semi-annual risk reviews.  The currently identified risks are reviewed and evaluated.  New risks are identified and actioned.

3.4.4 Performance Metrics

Performance metrics identify the performance baseline of the SOHO FOT, establish performance goals, and track FOT performance.  The use of metrics:

· Identifies current performance status

· Identifies problem areas

· Allows for correction of problems

· Allows for continued reevaluation

· Allows for continued improvement

The following metrics are reported at a monthly review:

· Operational activities

· Anomaly information

· Maneuvers

· Contingencies

· Operational Change Directive (OCD) summary

3.4.5 Training/Certification

The SOHO FOT conducts initial (certification) training and recurring training.  The SOHO Training Plan details all training conducted by the FOT.

Certification is conducted in accordance with the FCS Continuing Operations Methodology (MSVS-FCS-OPS-001).

3.4.6 Crew Information File (CIF)

The purpose of the crew information file is to provide reliable and unambiguous communications between the day staff and each member of the FOT.  ONLY the Technical Manager, the Operations Manager, and the engineering staff can add or delete items from the CIF binder.  Each item placed in the CIF binder must be initialed by the Technical Manager, the Operations Manager or a member of the engineering staff.  The person issuing the CIF assigns a number to each entry, updates the index, places it in the appropriate section of the CIF binder, and updates the board.  The binder is located in the IMOC.  

The CIF contains three sections.  These sections are titled HOT, Ops, and General.  

The HOT section contains critical information.  This information MUST be read and signed off before sitting at one of the console positions, without exception.  The outgoing shift briefs the oncoming shift that a new HOT CIF exists.  

The Operations section contains information pertinent to operations.  This section is read as soon as possible.  

The General section contains information not directly relating to operations, such as messages from management about time cards, FOT administrative policy, holidays, etc.  This is also the section where Flight Control Systems messages are kept.

All SOHO FOT personnel are responsible for reviewing the information contained in the CIF daily.  A signoff card has been provided for each team member, except the Technical Manager and the Operations Manager.  When a CIF has been read and understood, the signoff card MUST be initialed and dated.  The signoff cards are reviewed during ISO audits to ensure information is being communicated.

The signoff cards are located in a box in the IMOC next to the CIF binder.

3.4.7 HTSI Quality Policy

"We will become a total quality company by continuously improving all of our work processes to satisfy our internal and external customers."

This policy does not need to be memorized, but each team member must know where to find it.  It is posted in the CIF binder.

3.4.8 Best Practices

The SOHO engineering staff participates in department level anomaly reviews as described in the Continuing Operations Methodology (MSVS-FCS-OPS-001).  Lessons learned from reviewing operational errors and process discrepancies that are applied to SOHO operations.  

In addition, the engineering staff participates in the Flight Control Services (FCS) department toolkit discussion group.  Best practices and FOT-generated tools are presented at this informal meeting.  

3.4.9 Information Technology (IT) Security

IT security is maintained in compliance with the Information Technology (IT) Security Plan for the Solar and Heliospheric Observatory (SOHO) Mission Operations Center (MOC) (CSOC-GSFC-SEC-003318).

3.4.10 Quality Records, Forms, and Documents

Quality Records are required to provide direct evidence that the products or services meet documented requirements and demonstrate effective implementation of procedures, processes, and resources for the customer and regulatory authorities.

SOHO has five quality records:

1. IMOC SSR VC4 Processing Information

2. SOHO Anomaly Report

3. SOHO DPS Routine Product Checklist

4. SOHO RCCA

5. Training Record – Certification Record

SOHO has twelve official forms the FOT is responsible for maintaining:

1. Delayed Load Tracking Form

2. IMOC SSR/TR VC4 Processing Information

3. Pass Plans

4. SOHO Anomaly Report

5. SOHO Daily Report: Pass Summary

6. SOHO DPS Daily Status Report

7. SOHO DPS File Retransmission Log

8. SOHO DPS Routine Product Checklist

9. SOHO DPS Special Request Form

10. SOHO ITPS Request (Electronic)

11. SOHO Mission Operations Change Report (MOCR)

12. Training Record – Certification Record

SOHO has two documents it is responsible for:

1. SOHO DPS Work Instructions

2. SOHO Flight Operations Plan (Gyroless)

3.4.11 Learning Management System (LMS)

The Honeywell Learning Management System (LMS) is an enterprise-wide Web-based learning library, registration and management tool enabling both employees and managers to easily access information, register for classes, and record, confirm and track learning. 

The LMS provides a flexible and timely method to meet certification requirements, enhance job relevant skills, further career opportunities, and assess training investments.  The LMS can be accessed via myHoneywell.com.

The Honeywell LMS serves as both an employee’s training plan and as the employee’s training record.  As new training requirements are identified, the LMS is updated and when that training is completed, the LMS is updated again.  How and when the LMS makes the transition from plan to record, and what steps the manager (or designee) follows is listed below:

IT’S A PLAN:

1. Employee’s required training is identified by management.

2. Management manually adds the required training to the LMS development plan for the employee.  The training can be a learning activity or an assigned task.  

3. Employees may also enter training (both required or desired).

4. “Target Date” for completion is identified and recorded with the training record.

5. Employee can then schedule/register for the required training via the LMS.

6. Manager (or designee) approves the required training.

IT’S A RECORD:

1. Employee completes the training activity. 

2. Completion information is entered by the instructor for the training, a LMS administrator, or manager.

3. Employee & manager can view employee’s training history.

3.5 Safety Management

The purpose of this section is to present rules, procedures, and standards of conduct as they pertain to health, safety, and fire.  Additionally, this section illustrates the levels of commitment, which Honeywell provides to its employees and their working environment.  

To accomplish these tasks, the Operations Supervisor designates a site safety representative who administers and evaluates training, in compliance with the requirements of federal, state, and local laws.  Principal duties and responsibilities of the site safety representative (or the Operations Supervisor as necessary) include:

· Recertifying employees in fire safety

· Conducting monthly safety talks and submitting minutes to the department representative.  The safety talks program is designed to present new safety information, forewarn employees of hazards, reinforce established knowledge, develop attitudes of safety awareness, and correct improper safety practices.  The program covers material such as safe working rules and procedures, and on and off the job safety including driving, recreational safety, safety in the home, and safety during the holidays.  Each employee attends a total of three hours of safety sessions annually.  Each session is five to fifteen minutes and may be in the form of talks, videos, or newsletters.  Sessions are held monthly.  Every employee who is available when safety sessions are being held is expected to attend. 

· Conducting monthly safety inspections of the immediate working area.  Safety inspections are performed every month to ensure that Honeywell meets the safety requirements established in our government contract.

· Fire Safety Certification: Fire safety certification is renewed annually.  Mission Services (MSVS) schedules sessions for all employees. 

Refer to the “Health and Safety, Incident, Accident Forms” binder, which is, located Building 3, Room N135 for all health and safety information.  The binder includes the following forms: “Report of Incident/Accident/Exposure”, “Fire Extinguisher Monthly Audit Record”, “Emergency Lighting Monthly Audit Record”, “Supervisor’s Self-Inspection Checklist”, “Physical Capacities Evaluation”, “Physician Authorization”, “Close Call Report”, “Job Safety & Health/Training Needs Analysis”, “First Aid Log”, and “Chemical Inventory Disposal Information”.

*For life threatening or serious situations, call 911.

Life threatening illness or injury should be reported directly to the emergency room at:


Doctors Community Hospital


8118 Good Luck Road


Lanham, Maryland  20706


(301) 552-8665.

Bring “Physical Capabilities Evaluation” form and Issuing Prescription Medication Memo to facility.  Remember to advise medical personnel that the injury is work related.

Always complete an HTSI 116 (Report of Incident/Accident/Exposure) form and return it to your supervisor within 24 hours of an injury.  Notify the supervisor as soon as possible 

Refer to the EVAC 6 - SOHO 1st Floor Warden Evacuation Binder located in the IMOC (next to the EVAC 6 radio, hardhat, and vest) for detailed evacuation procedures and information.  The NASA Emergency Action Plan for Building 3/14 addresses the changes in procedures with regard to the current environment (post 9/11).  This includes directions pertaining to shelter-in-place, toxic clouds, dangerous weather, suspicious package instructions, as well as fire evacuation instructions that pertain to personnel working in Building 3/14.  This document additionally contains approved specific actions for securing SOHO during an evacuation.  SOHO FOT management designates an individual to stay abreast of EVAC 6/SOHO 1st Floor Warden duties and interact with NASA in the role of EVAC 6.  This individual is to brief the team on evacuation procedure changes, EVAC 6 responsibilities, and provide informal refresher training to the console crews in the duties of EVAC 6.  The SOHO console engineers assume EVAC 6 duties, if someone is not already performing EVAC 6 duties when there is an emergency.  

Refer to the Bloodborne Pathogens Binder collocated with the health and safety binder for the exposure control plan.
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