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5.1 General

This chapter describes system level flight operations procedures for the normal science mission.  The operations and activities described in this chapter are primarily real-time and offline activities.

Chapter 7 explains contingency operations.  Chapter 8 covers offline planning and scheduling.

Chapter 9 describes engineering activities of offline data processing, telemetry analysis, and reporting.

Full science operations began after Halo Orbit Insertion (HOI) and spacecraft commissioning.  Some useful science operations were accomplished during the Transfer Trajectory Phase (TTP) for many of the instruments.

5.1.1 Operations Approach

The Solar and Heliospheric Observatory (SOHO) flight operations revolve around the long real-time science contact as the designated "Prime Shift".  The Flight Operations Team (FOT) and all resident instrument teams are present for operations and meetings.  During the two-month continuous operations period, the "Prime Shift" is during normal day shift at Goddard Space Flight Center (GSFC).  Due to the Antenna Pointing Mechanism (APM) Z-axis motor failure, keyhole operations occur approximately every three months.  During 34-meter keyhole periods, transponder 2 is the active downlink transponder using the -Z low gain antenna (LGA).  As a result, 34-meter stations are used for a medium rate (54.6 KB) downlink during the 34-meter keyhole.  Only 70-meter stations decommutate high rate (246 KB) telemetry during 34-meter keyhole.

5.1.2 Pass Plans

The pass plan identifies minimum activities requiring execution during a pass.  Times listed next to each activity are a guide to the correct sequence of events.  Due to SOHO's extremely dynamic operations environment the FOT uses knowledge and experience to make adjustments as necessary to complete all scheduled tasks for a given pass.  If at any time there is a question about the correct sequence, contact an Observatory Engineer (OE) for instructions.

Pass plans are created once a week for Monday through Sunday of the next week and placed in the pass plan binder.  Each evening the on-call OE reviews the pass plans for accuracy and identifies any unusual situations.  Additionally, the on-call OE verifies appropriate loads for the following day have been correctly entered into the pass plan.  Each day, an OE, or designated person in the FOT, creates pass procedures for automated execution during unattended passes.  A separate section in the back of the pass plan binder contains extra forms for passes added in real-time.  The extra forms provide space for activity, scheduled time, and function of activity.

Before each pass, the Spacecraft Subsystems Engineer (SSE) reviews the automated procedures with the scheduled pass plan activity.  The following tasks are completed during the review:

· Verify the times of the pass and activities are correctly listed.

· Verify the horizon and transmitter masking for each pass during that shift

· Review the sequence of onboard time-tag activities ensuring no errors 

· Review the sequence of ground activities ensuring no errors or time tag conflicts

· Verify ALL procedures to be executed

· Verify the listed activities and execution sequence.

· Verify times of magnetograms are checked against gap times to ensure 
no magnetograms will be lost due to overwrites.

· Verify ALL activities are listed correctly for ranging supports and coherency switches in order that no Michelson Doppler Imager (MDI) transitions occur within -3 minutes to +6 minutes of magnetogram times.

· Verify ALL loads are available and ready for uplink on the operational string.

· Understand ALL activities and overall objectives of the pass.

Once pass procedure review is complete, the console team initials the pass plan and cover sheet.  During manual passes, the SSE records all relevant information in the SSE logbook (i.e. AOS, LOS, procedure times, load names uplinked, etc.).  For automated passes, only the header is routinely entered into the SSE logbook.  If problems occur, additional entries are made for automated passes.  Postpass back logging is done for automated passes only when anomalous conditions occurred in order to facilitate later troubleshooting.  Pass plans are maintained for six (6) months in the SOHO office area.  Pass plans older than six (6) months are removed from storage and recycled.

5.2 Spacecraft Commissioning Operations

Spacecraft commissioning was the process of initializing, calibrating, and stabilizing ALL instruments and components of the spacecraft required for normal science operations after the HOI maneuver.  This phase lasted about one month and required critical ground support.  The scientists performed commissioning procedures during this time.  The European Space Agency (ESA) SOHO Commissioning Report details the commissioning phase.

Normal Halo Orbit Phase (HOP) Spacecraft Operations

Flight operations activities which are described in the following sections.  

· Section 5.3.1 contains sequence of events for routine activities during typical contact periods every day, or every other day.

· Section 5.3.2 contains sequence of events for semi-routine activities occurring less often than every other day, every other week, or limited to a monthly period of time.  An HGA table load is an example of a semi-routine activity which now occurs quarterly, vice weekly due to operational changes.

· Section 5.3.3 contains sequence of events for infrequent activities.  Activities occurring less often than once a month are described in this section.  Momentum managements and station keeping maneuvers during keyhole periods approximately every three months would be included here.

5.2.1 Routine Activities

A nominal day of non-continuous operations consists of one long pass and two to four short passes for an average of 20 hours of contact per day.  The long pass typically has one to three station handovers.  The long pass is scheduled during day shift hours at Goddard Space Flight Center (GSFC).  The Payload Operations Control Center (POCC) prepass activities begin approximately 60 minutes before a pass.  At this time, the FOT ensures the string is logged into the POLARIS account.  Automated support starts 30 minutes before AOS.  The FOT ensures the CMS link is pointed correctly for later NRT commanding.  The FOT verifies a crontab is pending to the kill the CMS GUI and repoint the CMS link automatically during unattended periods.

A typical brief during unattended operations directs the station to follow the Sequence of Events (SOE).  The SOE is always followed during unattended operations.  The FOT may issue a briefing to the ground station at the Start of Activities (SOA) when there is abnormal activity.  At Acquisition of Signal (AOS), the FOT waits for solid telemetry lock and performs a quick state-of-health check on the spacecraft. 

Once a command link is established and verified, the Solid State Recorder (SSR) or Tape Recorder (TR) is stopped.  The Data Handling Subsystem (DHSS) is commanded to playback mode.  Then the recorder is commanded to playback mode.  After verifying a nominal playback is in progress, the FOT performs necessary commanding to maintain the Service Module (SVM).  After SVM activities are complete, the FOT enables the throughput channel, near real-time (NRT), to the EOF for real-time science commanding.

After the playback completes, which is data from virtual channel four (VC4), the DHSS is configured to downlink virtual channel two (VC2).  During the initial six (6) minutes of VC2, stored magnetograms are downlinked.  VC2 is also referred to as MDI-M mode.  Refer to the latest Operations Change Directive (OCD) for minimum VC2 and VC3 data requirements.  After collecting the minimum VC2 requirement, the DHSS is configured to downlink VC3.  VC3 is referred to as MDI-H mode when helioseismology data collection is started.  The NRT throughput channel is kept open as much as possible during the pass contact.  Manual end of pass activity starts 20 minutes before LOS.  Automated end of pass activity starts 15 minutes before LOS.  MDI is configured to IDLE to store magnetograms, time adjusted to avoid ALT/MAG times.  Afterwards a transition of the DHSS, then the SSR or TR to RECORD mode is commanded.

Final commanding is completed after the TR or SSR is recording data.  Station contact is terminated at the scheduled End of Track (EOT) as directed by the SOE, or at FOT direction.  After EOT and before the End of Activities (EOA), the FOT issues a postpass debriefing for FOT directed passes, or else the station follows the SOE for unattended passes.  The SSE maintains a shift log to provide a record of all activities.

After postpass, playback data (VC4) is processed to promptly identify anomalous conditions during spacecraft non-contact periods.  The shift log is updated and all reports are completed.  Trending software automatically ingests and processes pre-selected telemetry points.  Manual processing is required if less than 99.57% of the data is present after waiting 4 days.

5.2.1.1 Shift Change Activities
At the beginning of the day, the engineer reviews the memory jogger, SSE logbook, OE logbook, and an automation checklist for spacecraft status, ground system status, and previous shift operations.  The checklist is reviewed each morning by the oncoming shift for:

· Problems encountered

· Anomaly reports

· Data retrieval and processing status

· Throughput link status

· Special operations

· Spacecraft configuration changes

· Current DHSS mode and MDI instrument status (including magnetograms)

· Offline activity status

· Other activities

· Reviews the automation checklist

· Determines procedures execution times run under the automated environment

· Completes the Daily Report information

· Reviews the pass plans before automation begins and after automation exits.
At the end of the day, the engineer reviews and updates the memory jogger, SSE logbook, automation checklist, and previous shift operations update, as needed.  The OE logbook is updated with recent spacecraft and ground system status affecting operations.  Manual and automated pass plans and logs are reviewed to confirm the following:

· Schedule of passes

· Station view periods and masks

· Command uplinks (including delayed command files)

· Recorder dumps

· Spacecraft configuration for each pass

The pass plan is designed to ensure ALL pass requirements are completed in a timely manner.  The automation Cron jobs and pass procedure printouts show overnight event requirements.  The daily summary report is completed each morning based on automation files generated.

5.2.1.2 Real-time Pass Operations Scenario

The prime responsibility of the FOT is to ensure the health and safety of the spacecraft.  The FOT conducts one to two days of manual passes for skill level maintenance.  Careful planning and coordination of inputs are necessary to command the SVM and maintain effective use of the NRT channel for instrument commanding.  Monitoring and analysis of subsystem performance, as well as improvement of ground system processes, are among the FOT tasks.  The following paragraphs present the concepts for conducting a real-time pass including prepass and postpass activities.

5.2.1.2.1 Prepass Activities

The FOT reviews the pass plan in detail before each pass.  The FOT in preparation for the pass performs the ground systems and readiness checks approximately 60 minutes before AOS.  The prime string is configured full duplex so it can receive data and send commands.  The Transportable Payload Operations Control Center (TPOCC) configures the TSTOL software operation mode as PRIMARY upon initialization.  The Command Management System (CMS) link should be observed “UP” and FDF attitude data link showing “ON” to the SOHO Attitude Facility.  The TPOCC software still shows Flight Dynamics Facility (FDF) on the string, however the data is sent to SOHO Attitude.  POCC tools, such as the R/T Alarms tool, are usually brought up by the console operator in workspace 6 on SHxWS1, where x = string.    

One string should be primary at any given time.  Two strings may be primary, however NOT recommended unless automated support is planned.  When engineers transition operations from automated support to manned operation support, or vice versa, a potential command problem may occur.  The ground and spacecraft command counters may NOT be synchronized.  To avoid the synchronization problem, the procedure k_setvsubr is called at the beginning of every procedure.  This ensures command counter synchronization of an authorized string sending commands to the spacecraft.  If the ground command counters are NOT synchronized with the spacecraft command counters, command sequence error message from the spacecraft will be generated.  Run the procedure k_setvsubr if you observe command counters are NOT synchronized.

During critical operations, such as maneuvers, a second string is configured as a hot backup.  Configure the backup string, if required, for telemetry only.  The TPOCC operation mode is BACKUP.  The CMS link should be observed DOWN and attitude data link showing OFF to FDF on the PRIMARY string.  On the BACKUP string, attitude data is written to file and NOT sent to FDF.  FDF can later request the file from the BACKUP string, however FDF usually receives their data real time from the PRIMARY string.

Ground system configuration activities:

· Start procedure o_sohoup on workstation 1 (shXws1) to configure TPOCC

· Start procedure o_pages on workstation 2 (shXws2) and X-terminal 1.

· Configure ISTP Real-time Subsystem (IRTS) for monitoring and data transport

· Configure Hewlett-Packard (HP) client software for receiving station monitor data

The Deep Space Network (DSN) site follows the SOE.  Voice communications are initiated, at POCC request, by the site dialing into the voice communications network.  This would typically be performed during anomalous periods at the scheduled SOA, based on the antenna used listed in Table 5.1.

	Antenna
	Non-ranging
	Ranging

	DSN 34 meter
	45 min
	60 min

	DSN 26 meter
	25 min
	40 min

	DSS 27
	40 min
	N/A

	DSN 34 meter HEF
	30 min
	N/A

	DSN 70 meter
	30 min
	N/A


Table 5.1 Time before BOT for Voice Loops
Once the DSN station contacts the POCC, the FOT conducts the prepass briefing detailed in the pass plan binder.  The briefing includes the following information:

· SOE

· Virtual channels (VC) expected from the spacecraft

· Any event that may affect the station’s configuration

Once the prepass briefing is complete and the station is ready, a command validation is performed during manual operations
In order to perform command system validation the string must be configured as PRIMARY for a pass.  The command station is set using the TSTOL STATION directive.  Use the procedure o_cpa_val for manual verification.  Manual verification requires command verification to be disabled.  Use the /MODE VER OFF directive, which disables the Block Acceptance and Reporting Mechanism (BARM) verification.  This prevents the string from waiting for a response to the command when no spacecraft telemetry from the tested station is present.  The FOT marks three (3) /DZDUMMY commands with the station.

The station operator watches the station’s command equipment and determines the success or failure of the equipment to receive and process the "MARKED" no-op commands sent.  The FOT waits for the station operator to report the success or failure of the command sent.  The typical station operator report and response is to simply acknowledge seeing the command if successful, or report a problem in case of a failure.  The FOT acknowledges the command ECHO to the station operator.

The string is reconfigured for normal operations after a good command check.  The BARM verification is turned on again and command counters synchronized.

Some general guidelines related to command system validation include:

· Validation of the command system is a lower priority than real-time commanding.

· NRT commanding or acquisition of signal on time is more important.

· If the station provides the FOT with an opportunity to validate the command system, 
and the FOT directs the station to bypass this validation, a discrepancy report (DR) may NOT be requested should the command system fail initially, assuming there were no other factors involved on the DSN-side of the pre-cal operations.

· As soon as the spacecraft has properly verified a command, if any subsequent commands fail, even if the command system validation was skipped, a DR is still required.

· If the FOT is never given the opportunity to validate the command system, and the command system fails, a DR is required.
After a gap, once telemetry is received, the spacecraft state-of-health configuration monitor files are started.

5.2.1.2.2 Pass Activities

The pass begins at scheduled Beginning of Track (BOT).  The DSN stations may put data online early if all pre-calibration activities are complete.  The FOT does NOT typically request data early, but simply informs the DSN operator, “We are green to receive telemetry at your convenience", if before scheduled AOS on a manually directed pass.  Do NOT command before the scheduled BOT without OE direction.  DSN discrepancy reports (DR) are NOT written for problems before the scheduled BOT.

AOS is the time when telemetry data is received at the POCC.  It is important to distinguish between AOS and BOT.  AOS must be no later than one minute after BOT.  Unless the site reports masking, request a DR from the DSN site for late AOS.  In addition, there is no requirement to have carrier up at BOT or BOT +6.  Often during continuous operations AOS, BOT, and carrier up may take place at different times since the primary objective is continuous telemetry coverage.  During keyhole periods one station may be an uplink only, the other a downlink only.  Telemetry BOT and EOT times generally is based on when telemetry is present at the POCC.  Commanding BOT and EOT times are as represented in the DSN schedule.  If a command problem exists at the beginning of the pass, adjust BOT to reflect the command outage.  During 34-meter keyhole, the BOT and EOT times for 34-meter stations are as indicated in the DSN schedule.

The FOT conducts a state of health check after AOS.  If operating under the FOT account, ALL pages on workstation 2 and the X-terminal are reviewed for nominal values, noting any limit or configmon violations.  The R/T Alarms tool is used to examine limit violations.  Configuration monitor files started in the procedure o_sohoup check the spacecraft configuration.  Configuration monitors provide FOT alerts and OE pages for any events different from nominal configuration.  Together, the limit violations, configuration monitor violations, and SSE investigation provide a full state-of-health check.

The command carrier is brought up and sweep performed per the SOE.  If necessary, the FOT may override the SOE, with OE approval, if circumstances require it.  A station sweep is NOT done for telemetry only supports.  

The FOT verifies the station has locked the correct spacecraft receiver and the TPOCC software is operating properly.  Due to the receiver 1 anomaly, different parameters are used based upon the spacecraft receiver to be locked.  Receiver 1 is only used for ranging supports during NORMAL operations.  Multiple sweeps may be necessary to obtain lock on receiver 1.  Ranging begins after the spacecraft transponder 1 has been commanded to the coherent mode.  The station is allowed six (6) sweep attempts into receiver 1.  

Standard monitoring channels 30 and 31 toggle each other when triggered.  For nominal operations when enabled, standard monitoring channel 31 monitors transponder 1 for valid receiver lock after AOS.  After 2 minutes of solid lock on transponder 1, standard monitor channel 31's corrective action switches to transponder 1 to coherent and enables standard monitoring channel 30.  This provides a coherent mode downlink.  Subsequently, if receiver 1 loses lock on the uplink, standard monitoring channel 30 triggers.  The corrective action transitions the spacecraft to record and enables standard monitoring channel 31.  If standard monitoring channel 30 triggers, refer to the contingency script, CS-27 Emergency Record.

Receiver 2 generally locks up without a problem.  Valid lock on spacecraft receiver 2 is monitored by the FOT or automation software.  Standard monitoring channel 32 is enabled via time-tag command at AOS + 60 minutes.  If by AOS + 60 minutes, receiver 2 is not locked, standard monitoring channel 32 ensures the satellite is recording data for later downlink.  If standard monitoring channel 32 triggers, refer to contingency script, CS 27 Emergency Record.  After a good uplink is established on receiver 2, an end-to-end command system check is conducted by sending a NOOP command (/DZDUMMY) to the spacecraft.  Standard Monitoring channel 32 is automatically re-enabled upon stopping the SSR or TR.  Refer to the contingency script manual procedure CS-27 (Emergency Record Recovery). 

For nominal pass activities, the recorder is stopped and dumped if there was a gap in coverage.  Fifteen (15) minutes of MDI-M data are downlinked prior to the recorder dump if the gap is six hours or longer during NORMAL operations.  This ensures no magnetograms are lost.  Nominal daily commanding commences after the dump has started.  Daily commanding consists of daily SVM commanding, instrument delayed loads, and instrument NRT commanding.  A summary of activities for each day is included in Table 5.2 Summary of Daily Activities.  During SVM commanding, the NRT link is disabled.

The FOT checks the difference in TAI and the spacecraft clock by running the procedure o_clkcorr.  The o_clkcorr procedure is run close to or at 0000, 0800, and 1600 Universal Time (UT).

Nominally, NRT is only enabled when telemetry is being received in real-time at the Experimenters' Operations Facility (EOF) Core System (ECS).  The only exception is for commands to safe the instrument, which requires OE approval.  At the completion of the recorder dump, the DHSS and MDI are configured for MDI-M (VC2).  After meeting the VC2 requirement, the DHSS and MDI are transitioned to MDI-H (VC3).  The NRT link is closed 20 minutes before the end of a pass.  Transition the DHSS and MDI to idle states.  Transition the DHSS and the recorder to RECORD.  The recorder will be recording and ALL commanding completed 15 minutes prior to LOS under manual FOT control and 10 minutes prior to LOS by automation.  The SSE confirms the spacecraft is in the proper configuration.  The SOE directs the station to end track at scheduled end of track (EOT).

	Day
	Activity

	Sunday
	CRS drift estimate update, CLKCORR, OBT distribution (SWAN, CELIAS), standard monitoring 30, 31, 32, and NONCOHO loads

	Monday
	CRS drift estimate update, CLKCORR, OBT distribution (SWAN, CELIAS)

	Tuesday
	CRS drift estimate update, CLKCORR, OBT distribution (SWAN, CELIAS), RSL

	Wednesday
	CRS drift estimate update, FSM data collection, CLKCORR, OBT distribution (SWAN, CELIAS)

	Thursday
	CRS drift estimate update, CLKCORR, OBT distribution (SWAN, CELIAS), branch B pressure check, Hx monitoring (ACU), FSPAAD check

	Friday
	CRS drift estimate update, CLKCORR, OBT distribution (SWAN, CELIAS), RSL, VIRGO load

	Saturday
	CRS drift estimate update, CLKCORR, OBT distribution (SWAN, CELIAS)


Table 5.2 Summary of Daily Activities

5.2.1.2.3 Load Submission

There are several guidelines when the EOF submits loads for uplink.  The delayed loads must be received by noon local time to be uplinked on the next UT day.  If a load is sent to the CMS for uplink on the next UT day, an OCD is required.

5.2.1.2.4 Load Verification

The FOT may be required to generate and verify loads.  These are the minimum steps required to verify a load has been transferred to the TPOCC strings before uplink to the spacecraft.

1. Verify uplink time in the pass plan.

2. Check current time against uplink window and check for any specific uplink constraints in load input file printout.

3. Using the loadver script, verify that the load input file and version number listed for a particular load displayed in the dtterm window on the TPOCC string matches the load input file and version number on the load input file printout.  Log the execution of the script in the SA log.
4. Verify each load using the script before uplink to the spacecraft.  Multiple loads may be checked at the same time, if ALL the printouts are received together (e.g. daily loads).  If a load is received or modified later in the shift, it must be verified by running the script again.

5. Manually enter the load name for uplink as specified in the pass plan.  Cutting and pasting the name into the TSTOL command line is NOT acceptable.

6. Verify the load name displayed on the TCMBUFC page is the same load name printed in the pass plan.

7. Verify the load name displayed is the same load name printed in the pass plan.

8. For time-tagged commands, verify the first time-tag in the load is later than the current spacecraft OBT.

5.2.1.2.5 Postpass Activities

At the end of a pass, the supporting DSN station follows the SOE unless directed by the POCC.  For POCC directed station handovers, nominally release the outgoing station at EOT or prior to the EOA.  Do NOT delay release of outgoing station if there are problems establishing an uplink on the incoming station.  The procedure o_sohodown or o_reports is run by the FOT, or automation software, depending upon the support schedule.  TPOCC software is terminated when no pass is imminent.  If there was a dump (VC4), the FOT starts routine processing VC4 activities.  

The OE reviews the trending output daily, along with any special analysis studies, to ensure a systematic evaluation of subsystem performance.  The trending output is compiled and analyzed on a long-term basis to document the performance history of the spacecraft.  This analysis enables an effective management of spacecraft resources towards meeting science requirements.  The Attitude and Orbit Control Subsystem (AOCS), DHSS/Central Onboard Software (COBS), SVM Thermal Control Subsystem (STCS)/Payload Module (PLM) Thermal Control Subsystem (PTCS), and Electrical Power Subsystem (EPSS) are closely tracked.  Periodic reports are generated detailing system performance and serve to project future system performance and possibly identify future spacecraft constraints.  Offline processing and trending operations are defined in more detail in Chapter 9.

If it is NOT possible to put the spacecraft into record at the end of the pass, the FOT may run the d_em_rec procedure.  This is only done in cases where commanding availability is limited, and less than 10 minutes are left in the pass.

5.2.1.3 Typical Daily Supports

SOHO daily support is grouped into three categories:  nominal operations, MDI continuous operations, and keyhole operations.  For nominal operations, a long pass is scheduled during GSFC day shift.  Additional short passes are scheduled at other times for recorder dumps and other data requirements.  During MDI continuous operations, passes are scheduled to provide real-time contact during the continuous period.  For keyhole operations, passes are scheduled as available based on the downlink through the LGA.

5.2.1.3.1 Short Pass

The project scheduler determines the length of short passes.  The main consideration is to schedule enough time to complete the recorder playback.  The major activities of a contact revolve around the particular DHSS mode selected in Figure 5.1 Short Pass Scenario
5.2.1.3.2 Long Pass

The bulk of the SOHO science teams’ NRT instrument commanding occurs during the long pass.  For the FOT, the vast majority of this contact consists of monitoring science commanding.  Science commanding, as mentioned in Section 2.9.4, requires the throughput channel to be enabled.  For station handovers, MDI-H or IDLE must be commanded to prevent data line overflow.  Near the end of the pass, the FOT closes the throughput channel and performs required commanding before the non-contact period, including setting the DHSS mode to Record.

5.2.1.3.3 24-Hour Continuous Operations

Continuous operations are conducted for MDI science operations.  The continuous consists of a 60-day continuous period and 48-72 hour continuous periods during the other non-keyhole months.  During this period, the data recorder is only used on an as-needed basis during coherency switches.  The data recorder is typically NOT dumped unless an unscheduled gap occurs, or unless the Data Processing System (DPS) analyst requires it for data retrieval.  Seven to ten days before any continuous operations period, MDI specifies via an OCD, the operations plan for collecting MDI data.  This information is added to pass plans to ensure ALL MDI requirements are met.

FOT activities revolve around the acquisition schedule produced by the DSN after negotiating any schedule conflicts for the network between user missions.  The annual continuous operations campaign differs from non-continuous ops in several aspects:

· Scheduling is more difficult than for non-continuous operations

· Does NOT require long data recorder operations

· Must ensure the ground system as a whole is operational for long periods of time (equipment string handovers may be performed, if needed)

· Allows less time for other activities

No additional staffing is required for continuous operations.  At each day of year (DOY) rollover, in order to break up the continuous period into more manageable sections, the o_reports procedure is executed to generate command summary reports, configmon violation reports, and limit violation reports.  With automation software toggling between strings at least once a day, the need for the o_reports procedure is diminished.  The procedure o_reports may still be used if shorter manageable sections are needed during very high activity periods.
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Figure 5.1 Short Pass Scenario
5.2.1.4 Observatory Engineer Activities

The Observatory Engineer attends the daily meeting in the EOF.  The OE completes a template on the SOHO web page URL http://seal.NASCOM.nasa.gov/fot/dailymin.html to brief spacecraft status, ground status, and upcoming activities.

The completed briefing can be viewed at URL http://seal.NASCOM.nasa.gov/fot.  The OE analyzes telemetry of interest throughout the pass on the real-time system or offline analysis.  Plans for future operations are discussed and finalized between the Lead Engineer and the Observatory Engineers.

5.2.2 Semi-Routine Activities

Semi-routine activities include those performed as often as a few times per week, or as infrequently as once every month.

These include:

· Uploading new standard monitoring 30 commands
(once/week)
· Uploading new NONCOHO commands
(once/week)
· Uploading new standard monitoring 31
(once/week)
· Uploading new standard monitoring 32 commands
(once/week)
· Dumping flight software maintenance parameters
(once/week)

· Updating ACU Hx limits
(once/week)

· PROS branch B pressure check/CAE swap
(once/week)

· Acquiring new tracking stars
(as needed)
· Selecting new guide star
(as needed)

· Uploading new roll steering law table
(twice/week)

· OBT distribution to UVCS
 (once/month on the 1st day of a month)

5.2.2.1 Standard Monitoring Channel 30

5.2.2.1.1 STDMON30 enabled via Channel 31 Trigger – Nominal Operations

The spacecraft HGA with transponder 1 nominally provides the downlink to a 26-meter, 34-meter, or 70-meter station.  Standard monitoring 30 corrective action, if triggered, ensures the spacecraft is recording data in normal record mode if the uplink is lost.  Refer section 5.3.1.2.1 for a description of the interaction of standard monitoring channels 30 and 31.

5.2.2.1.2 STDMON30_ENA_YYJJJ load – 26-meter keyhole

The spacecraft HGA with transponder 1 nominally provides the downlink to a 34-meter or 70-meter station.  A time-tag load is uplinked to enable standard monitoring channel 30 at BOT +60 minutes.  Standard monitoring 30 corrective action, if triggered, ensures the spacecraft is recording data in intermittent VGM mode at BOT +60, if command contact is NOT established by one hour after BOT.

5.2.2.1.3 STDMON30_ENA_YYJJJ load – 34-meter keyhole

STDMON30_ENA_YYJJJ is not used during 34-keyhole periods.

5.2.2.2 Standard Monitoring Channel 31

5.2.2.2.1 NONCOHO_YYJJJ load– Nominal Operations

The NONCOHO_YYJJJ load contains two time-tag commands, RXTX1NCO, to inhibit coherency, and KNK3CENA, 001Fh, to enable standard monitoring channel 31 for the next ranging pass using transponder 1.  These commands are scheduled to execute at EOT +10 minutes.  For short gaps, the ten-minute window may be shortened.

5.2.2.2.2 NONCOHO_YYJJJ load– 26-meter keyhole

The NONCOHO_YYJJJ load contains two time-tag commands, RXTX1NCO, to inhibit coherency, and KNK3CENA, 001Fh, to enable standard monitoring channel 31 for the next ranging pass.  This is used during 26-meter keyhole only during 34-meter HR ranging passes using transponder 1.  Commands are scheduled to execute at EOT +10 minutes.  For short gaps, the ten-minute window may be shortened.

5.2.2.2.3 STDMON31_ENA_YYJJJ load – 34-meter keyhole

The STDMON31_ENA_YYJJJ load contains one time-tag command, KNK3CENA, 001Fh to enable standard monitoring channel 31 before an incoming medium rate ranging pass on transponder 2 during 34-meter keyhole.  The enable command for the medium rate switch is scheduled to execute at BOT -10 minutes.  In addition, standard monitoring channel 30 is NOT enabled from standard monitoring 31 triggering.

5.2.2.3 Standard Monitoring 32

5.2.2.3.1 STDMON32_ENA_YYDOY load - Nominal Operations

Time-tag commands are uplinked to enable standard monitoring channel 32 at BOT +60 minutes for all transponder 2 non-ranging passes with an uplink.  In addition, when stopping the SSR or TR from recording and while locked on spacecraft receiver 2, standard monitoring 32 is enabled via ground command upon stopping the SSR or TR.
5.2.2.3.2 STDMON32_ENA_YYDOY load – 26-meter keyhole

The usage of standard monitoring channel 32 is the same as for nominal operations with one exception. 
The corrective action for standard monitoring channel 32 is changed to use intermittent record VGM subset.  A time-tag load is uplinked to enable standard monitoring channel 32 at BOT +60 minutes for all transponder 1 non-ranging passes with an uplink into receiver 2. 

5.2.2.3.3 STDMON32_DIS_YYDOY load – Nominal and Keyhole Operations

For handovers in which there is an end of pass time tagged commands in which no uplink carrier would be present, or before a downlink only pass, commands are uplinked to disable standard monitoring channel 32 beforehand.  Disabling standard monitoring 32 prevents triggering emergency record.  IF you are in any keyhole period, emergency record uses the VGM subset.

5.2.2.4 Dumping Flight Software Maintenance Parameters

Once per week, the TSTOL procedure k_fsm_clct is run.  The data is compared to the current configuration monitor files and violation messages generated upon mismatched expectations.  Approximately one hour should be set aside for the procedure to complete

5.2.2.5 Updating ACU Hx Limits

Once per week, on Thursday, the TSTOL procedure a_hx_lim_upd is run to update the on-board Hx minimum and maximum thresholds used by the ACU.  The thresholds are set +/- 7 Nms of the current Hx value.

5.2.2.6 PROS Branch B Pressure Check/CAE Swap

Once per week, on Thursday, run the TSTOL procedure o_bdelta to check the pressure on PROS branch B.  On Thursday, two weeks prior to the maneuver week, use the TSTOL procedure a_cae_swap to switch from the current CAE B to CAE A.  No PROS or CAE activities occur until one week after the maneuver week.  On Thursday, one week after the maneuver week, use the TSTOL procedure a_cae_swap to switch from the current CAE A to CAE B.  Resume the weekly PROS branch B pressure checks afterwards.  This provides monitoring and trending data for both propulsion subsystem (PROS) branches.

5.2.2.7 New Tracking Star

In addition to the guide star, four additional stars are tracked by the SSU.  Five stars are recommended to provide better accuracy for FDF to determine roll attitude and provide more possibilities for star-swaps.  FDF provides coordinates and magnitude of the new star.  The TSTOL procedures for acquiring new tracking stars are a_ssu_st_set and a_ssu_st_r.  A tracking star is usually tracked for 24 hours before being made a guide star.  If the guide star is lost, an eligible tracking star will become the new guide star starting with slot 1.

5.2.2.8 New Guide Star

The star sensor unit (SSU) tracks the designated guide star to maintain roll attitude.  Before the current guide star leaves the field of view of the SSU, a new one MUST be selected.  FDF provides the coordinates and magnitude of the new star and a new roll steering law table for the corresponding new star.  The TSTOL procedure for acquiring a new guide star or switching guide stars is a_new_star.

5.2.2.9 Roll Steering Law (RSL) Table Upload

The purpose of the RSL table is to maintain the spacecraft z-axis with the spin axis of the Sun.  The RSL maintains accurate roll pointing for consistent orientation of the Sun’s image within the experiments’ field of view.  FDF provides a table containing 400 entries corresponding to a movement every 1368 seconds.  This is effectively a 6-day table.  A new table is uplinked every Tuesday and Friday to maintain SOHO autonomy requirements.  TSTOL procedures a_r_str_set and a_r_str_en are used to perform this function.

5.2.2.9.1 RSL Table Checks by OE and FOT

Several checks are done before uplinking the new RSL table.  Prior to table uplink, the on-call OE verifies the guide star for which the new RSL table is built, start address, and interval time in the RSL load.  To prevent the table from starting immediately a check is done against the second word of the attitude control unit (ACU) LOBT.  Once the table is uplinked, the ACU memory from 0xDCC0h to 0xDFDFh is dumped to update the dump image of the ACU memory.

5.2.2.9.2 RSL Disable Table Procedure

The a_r_str_set procedure is used upload the new RSL table (RSL_TBL_YYDDD) and deletes the RSL contingency time-tag command.  The data words to be deleted correspond to the time-tag of the previously uplinked RSL contingency load.  The Planning Analyst (PA) includes the correct data words in the pass plan.  If this is NOT available, check the previous RSL contingency load.  The time-tag is the second and third data words in the load.

5.2.2.9.3 RSL Enable Table Procedure

The procedure, a_r_str_en, enables the RSL function.  This procedure calls a_r_offz to update the RSL offsets for ALL tracked stars.  If the guide star is lost, the RSL offset allows the new guide star to use the same RSL table.  In addition, the procedure, a_rolltm_set, is called to update the roll attitude.  The FOT uses the GSOHOE.EXE program to calculate the new roll attitude.  Once the ACU memory dump is complete, the ACU is returned to the nominal dump address 0xAAA6h.

5.2.2.10 Updating the Ultraviolet Coronagraph Spectrometer (UVCS) Local (LOBT)

Once a month, OBT is distributed to the UVCS experiment.  

This occurs on the first day of the month, with the daily SWAN and CELIAS OBT distributions.

5.2.2.11 High Gain Antenna (HGA) Nominal Control Table Upload (Quarterly)

The HGA pointing is controlled by the HGA nominal control function of the COBS.  FDF provides a table containing 30 entries corresponding to a movement.  The table movements are spaced to cover the time between keyholes.  A new HGA table is uplinked approximately once every three months before the end of the 34-meter keyhole.

The TSTOL procedure r_apm_nom_mod is used to perform this function.  The HGA nominal control function is disabled and group 13 is dumped.  The DEL_NOM_HGA_YYDDD load where YY is the 
2-digit year and DDD is the day of year is used to delete the remaining entries in the HGA table.  The number of delete commands in the load should correspond with the number of movements remaining.  The new HGA table is uplinked with a load named NOM_HGA_YYDDD.  Once the upload and verification is complete, the HGA nominal control function is enabled.  Due to the APME Z-axis motor anomaly, ALL movements are now at 100 Hz.

5.2.3 Special Activities and Operations

Special activities and operations occur less often than every month.

5.2.3.1 Keyhole periods
· Tape recorder maintenance before entry into keyhole.

· Reaction wheel momentum management

· Station-keeping maneuver

· Roll profile

· Pitch or yaw off-pointing
5.2.3.2 Bi-monthly activities

· Adjusting OBT clock frequency

· Dumping the Central Data Management Unit (CDMU) memory

· Dumping the Attitude Control Unit (ACU) memory
· Uploading a new high gain antenna (HGA) nominal control table exiting keyhole
Momentum managements, station-keeping maneuvers, and tape recorder maintenance nominally occur during keyhole periods.  CDMU and ACU memory dumps are performed every other month. 

5.2.4 Receiver Operations since the Receiver 1 Anomaly

Receiver 1 suffered an anomaly resulting in coherent downlink operations with a center frequency of 2066.866 MHz.  This represents a shift of 405 kHz from the nominal center frequency.  Before the anomaly, the spacecraft downlink was always coherent with the station uplink.  Since the anomaly, the supporting station uplinks to receiver 1 ONLY for nominal ranging passes.  If receiver 1 loses lock on the uplink, the downlink switches to non-coherent due to loss of carrier.  If standard monitoring channel 30 is enabled, the coherency switch on board the spacecraft changes from authorized to inhibited, and the spacecraft autonomously transitions to emergency record.  Receiver 1 is used for ranging and on 34-meter ranging supports during the 26-meter keyhole.  Receiver 2 is used for ranging during the 34-meter keyhole, however standard monitoring channel 32 is used at that time.

Receiver 2 is NOT affected by the receiver 1 anomaly.  It operates with a nominal center frequency of 2067.271 MHz.  Receiver 2 is nominally used for non-ranging passes and configured non-coherent.  Receiver 2 is used for ranging and configured coherent during the 34-meter keyhole.  For 34-meter ranging passes, a frequency offset (FRO) to the two-way predicts of 439.819 Hz must be entered.  For 70-meter antennas to lock on the coherent downlink, a frequency offset (FRO) to the three-way predicts of 439.819 Hz must be entered or use the one-way predicts.

Following the receiver 1 anomaly 

· The nominal predicts used for ranging by DSN always reference receiver 1 center frequency.  

· The nominal predicts used for non-ranging by DSN always reference receiver 2 center frequency.  

During contingency situations, the downlink transitions to low rate telemetry.  Receiver 2 is used for ALL commanding and ranging.  In order to perform ranging activities using receiver 2, the DSN 
34-meter stations must enter a frequency offset (FRO) of +439,819 Hz into their ground receiver to acquire the coherent downlink.  This FRO allows the DSN predicts built for the receiver 1 center frequency to be used with receiver 2.  If the spacecraft remains in low rate for an extended period, such as during an ESR triggered by a unit failure, it MAY be necessary to have DSN generate two-way predicts for receiver 2.  Reference the Network Operations Plan (NOP) for DSN uplink procedures to receivers 1 and 2.

A minimum of one minute must separate carrier down from outgoing station and carrier up of incoming station.  The FOT usually uses two minutes of separation.  During nominal operations, both receivers shall be non-coherent through a handover.  Handover passes have ten minutes of overlap scheduled.  Old station LOS -6 carrier down = AOS +4 of the new station.  The new station brings carrier up at AOS +6.  A minimum of one minute carrier down from outgoing station and carrier up of incoming station occurs at new station AOS +4 to AOS +6.

Some circumstances require a longer than expected time to establish a good uplink with the incoming station.  This leaves the incoming station with only a good downlink.  Under such circumstances, once the scheduled end of track (EOT) is reached the outgoing station is released.

If loss of spacecraft receiver 1 lock occurs, standard monitoring channel 30 will trigger.  The transponder 1 coherency switch will be "INH" for inhibit when telemetry resumes.  Failure to inhibit coherency rarely happens and may be due to a ground error in either the NONCOHO load or enabling standard monitoring channel 30.  If this happens, advise the ground station to reconfigure for 
receiver 2.  Command receiver 1 to a non-coherent mode.  Direct the ground station to bring the carrier down, reconfigure, and sweep for receiver 1.  Afterwards, a normal coherency switch can be done.  NOTE:  Spacecraft receiver 1 sweeps are NOT allowed when coherency is authorized on receiver 1.

5.2.5 Station Handovers

An SOE is sent to the DSN station describing the station equipment configuration, telemetry AOS, LOS, carrier up time, carrier down time, and expected activity during each pass.  The SOE should always be followed.  The FOT may find it necessary to deviate from the SOE due to unusual circumstances.  Deviating from the SOE is discouraged unless necessary to ensure acceptable spacecraft configurations to minimize risk to the mission.

During keyhole periods, VC2 and VC4 data collection is done as much as possible on all passes that have a high rate downlink.  VC3 (MDI-H) data is not used during KEYHOLE periods.  VC0 and VC1 are collected on all keyhole passes.  Handover activities are shown in the following three (3) tables.
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5.2.6 Real-time Commanding Concept

The SOHO end-to-end commanding concept is affected by several factors:

· Volume of commanding

· Near-real-time commanding

· Complex spacecraft design, which imposes certain restrictions on the ground system

· Distributed ground system

· Four layers of onboard command acceptance

· Troubleshooting/fault isolation on a ground network with multiple links

5.2.6.1 Basic Command Modes

The volume of commanding for SOHO is very high, especially during the prime shift.  However, the majority of the commanding is performed in real-time:  

5.2.6.1.1 Real-time Commanding from the POCC by the FOT

The FOT performs ALL SVM commanding, instrument commanding affecting bus activity or other instruments (i.e., ON/OFF), and delayed load commanding for nonresident science teams.  Instrument commands affecting manageable resources and/or SVM commands to support instrument activities cannot be issued from the EOF.

5.2.6.1.2 NRT Commanding by Resident Science Teams

Each resident science team directly commands their instrument via NRT commanding.  Commands are issued from the EOF, forwarded to the CMS for validation and then to the POCC for encoding and uplink.

The experimenters can request FOT commanding via the planning process.  When this occurs, FOT verification of commanding is limited to instrument housekeeping data only.  Science data (VC1) cannot be analyzed by the FOT to ensure proper command execution.

5.2.6.2 Distributed Ground Commanding System

The MOC is the central point of control for ALL commanding activities.  The ground system, however, is a distributed system with transmission of data between various elements.  Each of these elements performs a specific role in the command link.  Earlier in this chapter, Table 5.2 Summary of Daily Activities outlines the distributed view of the commanding link.
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Figure 5.2 SOHO End-to-End Command System
5.2.7 Command Types

SOHO utilizes three types of commands.  Each command type has a specific format, follows a different uplink path onboard, and has a specific verification method.

· Mode 1 and 2 Priority Real-time Commands (PRTC)

· Mode 3

· Telecommand (TC) Block Commands, mode 4/5/6

Refer to section 2.4 for an overview of the SOHO command structure.  The command structure consists of several layers, each with an associated level of onboard command verification.  Telemetry associated with these various tasks is downlinked.  This telemetry is analyzed in real-time to determine the status of an uplinked command.


Figure 5.3
 outlines the path followed by each command type.

5.2.8 Command Transmission and Verification

The nominal uplink data rate is 2 kbps.  However, the command rate to the spacecraft will average no greater than one TC message per second in order to guarantee the immediate buffer capacity is never exceeded.  This is accomplished by the POCC message metering function.

5.2.8.1 DSN Telecommand Block

The spacecraft MUST receive a complete telecommand block in a continuous stream, with less than one second between frames.  However, a TC Block command may occupy as many as two DSN-GSFC Interface Blocks (DGIB).  The two interface blocks do not reach the station at the same time.  Therefore, the contents of the two blocks would not be sent to the spacecraft at the same time, causing an interruption in the sending of frames to the spacecraft.  To ensure the data in the two blocks is sent in a continuous stream, a hold/release mechanism is implemented as part of the block header.  The hold/release bit, when set, instructs the DSN equipment not to send the contents of the first DGIB until the second DGIB is received.  The data from both blocks is combined and transmitted.

The DSN equipment checks the error polynomial code for data quality before deciding to immediately send a command block.  When a block passes this check, an echo block is returned to the source of the command and the command block continues through DSN uplink processing.  An echo block is the command block with the source and destination codes reversed.  If a NASA Communications Network (NASCOM) command block does NOT pass the error poly check, it is aborted.  DSN echo blocks are monitored by the FOT to ensure successful ground transmission and uplink of commands.
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Figure 5.3 Onboard Command Paths
5.2.8.2 Spacecraft Command Validation and Acceptance

There are four layers in the command validation and acceptance process performed by the spacecraft:

· Frame acceptance

· TC Block acceptance

· Message acceptance

· On-board data handling (OBDH) block command acceptance.

The spacecraft performs the following steps when a TC block command is received:

a. Frame Verification:

A validation process is performed to determine frame validity.  If any frame is invalid, the entire block is rejected.  The results of this step are downlinked in telemetry (
Figure 5.3
).  For TC block commands, the POCC does NOT monitor this verification since a failure can be accurately detected in the next step.  However, delta limits are defined for the frame rejection counter and indicate frame rejections.  For mode 1/2/3 commands the POCC monitors the frame acceptance counter when the block acceptance and reporting mechanism (BARM) is enabled. 

b. TC Block (BARM) Verification:

The BARM validation process is performed to determine if the received block is correct, complete, and has the proper expected sequence number.  The results are downlinked in telemetry (
Figure 5.3
).

c. TC Message Verification:

Each TC block contains one or more messages.  These messages are the actual commands.  TC messages are executed at a maximum speed of one per second.  Immediate commands including NRT and background queue (BGQ) are executed in the order of arrival and have priority over time-tagged commands.  Before execution, ALL commands are validated.  Only commands passing validation are submitted for execution.  The results of this step are downlinked in telemetry (
Figure 5.3
).  

d. OBDH Block Verification:

OBDH block commands are used for sending data to intelligent users.  It provides extra security by using a checksum and by requiring a “receipt” from the addressee.  Immediately before and after sending a block command, COBS acquires the “User Control Bit” of the addressed user.  The user acknowledges the successful reception of the block command by toggling this bit.  If COBS finds this bit NOT toggled, a software anomaly is reported.

5.2.8.3 POCC Command Configurations

The TPOCC configuration used for a particular pass depends on the activities planned.  The nominal command configurations are: 

· Opmode PRIMARY

· Decoder 2

· Message Metering Enabled

· Two Step Mode

· Command Verification Enabled (timeout 60 sec)

· Retransmission Enabled

5.2.8.4 Command Verification Process

This section describes the command verification and retransmission methods available in the POCC systems.

5.2.8.4.1 NASCOM Block Verification

All commands leaving the POCC are inserted into a NASCOM DGIB Block.  The POCC receives an echo block from DSN, which indicates successful receipt of the command block at the ground station.

5.2.8.4.2 PRTC Command Uplink

The frame acceptance counter is monitored by the POCC software to verify successful receipt of Mode 1 and Mode 2 commands.  If a command fails, automatic command retransmission can occur.  Final end-item verification is performed via TSTOL procedure using spacecraft housekeeping data.  Successive commands can ONLY be sent once the previous command has been verified or cleared.

5.2.8.4.3 Mode 3 Command Uplink

The frame acceptance counter is monitored by the POCC software to verify successful receipt of Mode 3 commands.  These commands are issued ONLY during a contingency, and therefore automatic command retransmission will NOT be enabled.  Typically, an OE will be present during Mode 3 commanding.  If a command fails, manual retransmission should be performed.  Final end-item verification is performed, via TSTOL procedure, using spacecraft housekeeping data.  Successive commands can only be sent once the previous command has been verified or cleared.  Some commands nominally sent as mode 4/5/6, can also be sent as mode 3 commands.

5.2.8.4.4 TC Block Command Uplink

To issue TC block commands, the POCC system MUST be configured in the nominal command configuration.  The verification for TC blocks is performed in four steps:

1. TC Block Verification.  The POCC issues commands as requested by the FOT.  The spacecraft reports TC block acceptance every 15 seconds.  Command acceptance is received approximately 20-29 seconds after uplink.  The POCC uses the on-board command counters to determine TC acceptance.  Specifically, the POCC monitors the block acceptance counter, KKATCBKC.  The POCC software defaults to a timeout of 30 seconds for TC block verification protocol.  This parameter is configurable by the FOT with no upper limit.  The procedure o_sohoup sets the timeout to 60 seconds.  Two cases are possible:

a. TC block accepted.  POCC continues uplinking commands.

b. TC Block rejected.  POCC automatically retransmits ALL rejected commands.  Rejected commands are retransmitted one at a time and checked for acceptance.  If the retransmission is successful, the next rejected command is sent.  NO commanding directives are accepted by the POCC during the retransmission process except /stop.  The POCC continues to retransmit the rejected commands until ALL are retransmitted or until rejected the same number of times as the retransmission count.  The number of retransmissions per command is configurable.  If the retransmission is NOT successful, the system generates an error message and waits for operator action.

The validation of TC blocks consists of the following steps:

· The onboard software verifies the TC block starts with a mode 4 frame, followed by one or more mode 5 frames, and ends with a mode 6 frame.


· The length of the command is checked to be within the allowed range (most commands have a fixed length)


· Parameters (i.e., data words) are checked to be within allowed ranges

2. TC Message Execution.  Delta limits check for increments in the TC message rejection counter.  The FOT performs the remainder of message verification manually. 

The TCM acceptance and rejection counters are available on the POCC display page K_CMD_COUNTER for monitoring.  The TC Message (TCM) acceptance counter, KKTCMEXC, increments for each accepted message.  The TCM rejection counter, KKTCMRJC, increments for each rejected message.  This counter has a delta limit set to one.  Every time the rejection counter increments a delta limit violation occurs.  The POCC display page K_CMD_STATUS, displays information on the last accepted and rejected TCM.  Group 9 of the programmable part of the software packet contains the name and rejection time of the last 10 rejected TCMs.  The TCM name contains the message sequence number (POCC supplied) and the message type.  The message sequence number is used to determine which message was rejected.

The POCC maintains a running log file of every TC message sent (/home/soho/ops/output/reports/tcmsg.log).  This log contains the following information: mnemonic, load or NRT group name, transmission time, message sequence number, and message type.  This log is a shared-access file, which is opened at pass initialization and closed at pass termination.  Old log files are stored in the /home/soho/ops/output/reports/TCMSG directory.

The analyst correlates information contained in telemetry (TCM rejection data) with the information provided in the tcmsg.log file to identify the failed command.  Obtain the message sequence number and rejection time from Group 9.  Search for the corresponding sequence number in the tcmsg.log file.  If the sequence number rolls over, (modulo 128), the rejection time is used.  The rejection time is typically 30-35 seconds after transmission time.  The rejection time reflects TAI; the transmission time is UTC.  Therefore, the difference in times corresponds to the difference in the two times and the light-time transmission delay (typically ~10 seconds).  This is valid for immediate commands ONLY.

For time-tagged commands, the message sequence number is NOT used and will ALWAYS be ALL zeroes.  The rejection time for time-tagged messages corresponds to the time-tag.

Once message acceptance has been determined, verification for OBDH block command messages continues in step 3, while verification for software messages and OBDH messages (interrogations) proceeds directly to step 4.

3. OBDH Block Verification.  The POCC display page K_CMD_COUNTER contains ALL the spacecraft counters for OBDH block acceptance and rejection.  These OBDH block counters are provided by the DHSS.  Counters generated by each specific instrument are displayed on pages for the instruments.  ALL the OBDH block command failure counters are monitored by delta limits.  An increment of one will trigger the delta limit.

a. User Level Verification.  User level verification varies according the type of message issued.  

b. Software, OBDH, and OBDH block messages (AOCS):  End-item verification via TSTOL procedure telemetry checks.

c. OBDH Block commands (experiments):  End-item verification via TSTOL procedure telemetry checks.  End-item verification for NRT commands is an experimenter responsibility and is NOT performed by the FOT.

5.3 Real-time Telemetry Monitoring

5.3.1 General

The FOT MUST be able to assess the spacecraft state-of-health quickly and thoroughly.  Due to the amount of time devoted to science and other spacecraft activities during real-time operations, tools have been developed to aid the FOT.  Limit checking and configuration monitor checks are accomplished automatically, allowing the FOT to monitor vital spacecraft information while performing the planned activities of the pass.

The FOT monitors individual telemetry parameters during each pass.  Certain parameters are monitored every pass.  Based upon pass activity, additional telemetry is reviewed.  Display pages with key spacecraft parameters are used for this purpose. 
Real-time telemetry health monitoring is important for the SOHO mission due to the high percentage of real-time contact involved.  Real-time telemetry monitoring activities use POCC tools, which are necessary to collect and prepare data for offline analysis:

· Generic TPOCC functions – “Equation Processors, Derived Parameters, Watches, Etc”.

· Configuration monitoring function

· Real-time X-T/X-Y plots

· Simple quick X-T plots

· Sequential prints

· Limits/Delta limits

· R/T Alarm tool

· Engineering unit printouts

5.3.2 Standard Pages

The real-time systems and software are initialized from the SOHO actions window, and the TSTOL procedures:  o_sohoup and o_pages.  For information on the delivered TPOCC pages, see TPOCC System User's Guide (SUG) Section 5.2.5.1.  The FOT performs visual telemetry monitoring during the pass.  The following pages are the displayed on each system normally:

	Workspace
	Workstation 1
	Workstation 2
	X-terminal 1

	1
	aosstat, ccprocs, cmodec, cpage, k_cmd_counter,  stdhdrc, tcmbufc
	aosstat, i_exp_check, stdhdrc
	N/A

	2
	doc
	d_ssr_stat_n, k_cmd_status
	r_trsp_hpa, r_trsp_xt

	3
	o_fot_enif
	t_ptcs_struc, 

t_ptcs_temps 
	a_acu

	4
	N/A
	t_stcs_temps
	a_overview

	5
	N/A
	i_exp_stat
	a_pwrstat, p_pcu

	6
	r_trsp_4ca
	N/A
	a_ssu, a_std_dump, a_wheels

	7
	N/A
	N/A
	k_ca, k_sw_status

	8
	N/A
	N/A
	x_cfgevent2, x_limit


Table 5.6:  Default Pages
a_acu:
ACU errors, command acceptance, software settings, mode relay status, ACU LOBT, hardware configuration word.

a_overview:
AOCS latching current limiter (LCL) statuses and currents, reaction wheel information, PROS status, CRS status, ACU mode relays, AOCS health, Emergency Sun Reacquisition mode (ESR) indications, ACU LOBT, PROS tank temperature and pressure, hardware configuration word.

a_pwr_stat:
LCL and current status for ALL AOCS units, voltages for ACU, failure detection electronics (FDE) and CAE.

a_ssu:
Star validity and eligibility, coordinates, magnitude, star swaps, z-spikes, coarse roll pointing mode (CRP) detection, RSL, control star.

a_std_dump:
16 words of ACU memory in packet type 2, last 16 accepted ACU software commands, ACU dump address.

a_wheels:
Wheel speeds, currents, temperatures, Hx values, Hx trigger status

aosstat:
All information recorded at AOS.  SSR address, telecommand block and frame rejection counters, COBS software anomaly counter, command echoes, NASCOM blocks sent, AKNSWAPS, AKZSPIKE.

ccprocs:
Shows the status of procedure(s) being run on the TPOCC session with command controller (CC) privilege.  This page shows the next few lines in the procedure and the current line executing where EVENT and Display Main Window shows the executed lines.  The nesting of procedures when more than one is executing on the CC session is also displayed.

cmodec:
An FOT customized version of the cmode page showing the command parameters of the string.

cpage:
Lists the commands and loads sent to the spacecraft with some details on each.

d_ssr_stat_n:
Nominal SSR controller status, mode, memory unit status, logical and physical address.

doc:
History file logging information

event:
Displays event messages generated by TPOCC software.

i_exp_check:
Critical experiment parameters that have contingency scripts associated with them.

i_exp_stat:
LCL and currents for ALL experiments, ESR warning flag receivers, off-pointing flag receivers, and limits set for the Coronal Diagnostic Spectrometer (CDS), Large Angle and Spectrometric Coronagraph (LASCO)/Extreme Ultraviolet Imaging Telescope (EIT), and UVCS.

k_ca:
Corrective action enable/disable status, and trigger status.

k_cmd_counter:
Command acceptance and rejection counters on the spacecraft indicating the progress of each command.

k_cmd_status:
Last accepted/rejected TC frame, time, and command data, TC block acknowledge/reject information.

k_sw_status:
COBS software startup mode, OBT, reconfiguration module (RMS) status, last software anomaly (KKANOCNT), application software (ASW) functions' statuses, TC watchdog, KKTMFID, KKTMODE.
o_fot_enif:
TPOCC string’s interface connection information.

p_pcu:
Main bus current and voltages, shunt status, power distribution unit (PDU) bus statuses.

r_trps_hpa:
Receiver, transponder, radio frequency (RF) distribution network (RFDN), and high power amplifier (HPA) information.

r_trsp_4ca:
Combines information from r_trsp_hpa and r_trsp_xt.

r_trsp_xt:
Plots of receiver 1 and 2 automatic gain control (AGC) levels, lock status, and static phase errors (SPE).

stdhdrc:
Contains telemetry and command station, orbit number, DHSS mode, and science subformat.

t_ptcs_struc:
Thermal temperatures for non-instrument equipment on the PLM

t_ptcs_temps:
Payload thermal temperatures for experiments, thermal monitoring limits listed.

t_stcs_temps:
All service module temperatures, thermal monitoring limits listed.

tcmbufc:
A modified version of the tcmbuf page.  This is shows the contents of the string’s telecommand message buffer.  Commands or loads will be displayed here when they are in the strings TCM buffer prior to being sent.  NOTE:  Direct commands do NOT appear on the tcmbufc page.  It also will display the name of loads.  

x_cfgevent2
 ALL event messages for configuration monitor (cfgmon) violations.

x_limit:
All event messages for limits and delta limits.

When an anomaly occurs, the FOT takes the appropriate steps based on the specifics of the anomaly (Chapter 7).  The data collected and produced is available in files for postpass processing.

5.3.3 Spacecraft Configuration Monitoring Function

The configuration monitor function checks the spacecraft configuration by comparing parameters from the telemetry stream with an expected value or range of values.  Only equation processor results and decommutated telemetry parameters can be monitored with this function.  Configuration monitor definition files define telemetry variables and the respective expected values or range of values.  The files are written in American Standard Code for Information Interchange (ASCII) text.  The file name must be lowercase with the file extension .cfg, and must be kept in the /home/soho/ops/input/config directory.  See the SOHO POCC System User's Guide, RD31, for more details.  Also, reference Appendix G-1 for further details.

5.3.4 Real-time X-Y/X-T Plots

The POCC software provides the capability for the user to create real-time X-Y/X-T plots.  Each plot can contain up to five parameters shown as a line or scatter plot.  The parameters can be plotted versus time or another parameter.  The user specifies the parameters and other options of the plot.  Display the plots with the TSTOL PAGE directive.  Reference the TPOCC Display Page Creation User's Guide and Appendix G-3 for more details.

5.3.5 Simple Quick X-T Plots

The POCC software provides the capability to monitor a specific mnemonic for a short period.  Simple quick X-T plots of the specific mnemonics NOT normally plotted can be created.  Place the mouse cursor on the value of the mnemonic to be plotted.  Right click and hold for the menu.  Only one parameter versus time can be plotted using this method.  See the SOHO POCC System User’s Guide, RD31, and Appendix G-3.2.2 for further details.

5.3.6 Sequential Prints

Sequential prints list every decommutated value of a telemetry mnemonic or equation result along with the time stamp.  The file is turned ON/OFF with the TSTOL PRINT directive.  Sampling is performed synchronously or asynchronously.  If an asynchronous (sampled at a selectable time rate) sequential print is selected, some data values will be missed when the time selected is greater than the synchronous rate.  However, ALL data values are included for a synchronous report.  For more detailed information, refer to RD31, and Appendix G-2 for further details.

5.3.7 Real-time Limit Checks

The standard TPOCC environment uses limits checking as the first sign of spacecraft error detection.  Most analog mnemonics have limits associated.  The limits are red high (RH), yellow high (YH), yellow low (YL), and red low (RL).  When the value of the mnemonic is equal to, or exceeds the value established in the limit set (Section Error! Reference source not found.) an event message is displayed (yellow on black for yellow limits and red on black for red limits).  The values of the mnemonic on page displays change color with limit violations.  The flag area for each mnemonic displays the corresponding two-letter designation (RH, YH, YL, and RL).
A yellow limit serves as a warning.  A yellow limit violation is NOT as severe as a red limit violation.  Yellow limits are reported to the OE.  The OE determines the proper response to yellow limits.  If a yellow limit flags for a thermal parameter, notify the OE immediately.  For instrument yellow limits refer to the Experiment Emergency Activities binder for appropriate action.  If NO action prescribed or for other yellow limit violations notify the OE the next morning during the week or on Monday for weekends.  Reference Chapter 7 for more details
A red limit indicates an anomalous condition.  In most cases, immediate action is required.  Notify the OE, IMMEDIATELY.  The OE determines the proper response.  Reference the Experiment Emergency Activities binder for experiment mnemonic violations.

5.3.8 Limit Sets using LIMITSWITCH

The TPOCC environment allows up to eight limit sets per mnemonic, i.e., eight different sets (RH, YH, YL, RL) of limits are available.  A discrete mnemonic (currently LIMITSWITCH) is used to determine which limit set (1-8) is in use by the TPOCC environment.  Increasing the number of "limit switch" mnemonics is under investigation.  This would allow the FOT to switch limit sets on a subset of mnemonics without changing the limit sets of other mnemonics.  If the value of a limit switch changes, ALL mnemonics with a set of limits for the new value would use the new limits.  Any mnemonics without a set of limits for the new value would NOT change limits sets, but use the currently defined limits instead.

5.3.9 Real Time Alarm Tool

The POCC software provides the capability to monitor spacecraft mnemonics violating specific limit values with an alarm summary page.  This page lists mnemonic violations since the alarm page was initiated.  The following information is provided:  alarm acknowledgment status, name, value, converted value, list flags, units, subsystem, process, and description.  The alarm page can maintain ALL alarmed mnemonics or can be set to view a specific number of mnemonics.  The fields containing values update as the mnemonics alarm status changes.  See the SOHO POCC System User’s Guide, RD31 for further details.

5.3.10 Engineering Unit (EU) Printouts (EUP)

The POCC software gives the user the capability to snap a set of display pages.  This feature snaps the value of the mnemonics in the format of the page, and NOT the page itself.  The output of the EUP command can be sent to a file or to a printer.  See Appendix G-4 and the SOHO POCC User’s Guide, RD31 for further details.

5.4 
Science Operations and Link Management

5.4.1 General

The SOHO EOF is part of the ground support system.  The EOF serves as the focal point for ALL instrument operations, science planning, and science data analysis.  The two main components of the EOF are the EOF Core System (ECS) and the Instrumenter's Workstations (IWS).  The ECS provides the communications between the instrument teams and other ground elements.  The ECS retrieves and stores telemetry data and allows the instrument teams to process the data on their own equipment.

NRT and delayed commanding are the two primary instrument-commanding methods.  These methods are differentiated by the delay between the time commands are generated by and the uplink time.  Using both methods, ALL commands are routed to the instruments upon receipt by the spacecraft.  The primary goal of NRT commanding is science monitoring and control of experiments as dictated by changes in solar activities.  Background queue commanding, a subset of NRT commanding, is used for large command groups (large instrument table loads) which do NOT need to be uplinked in a time critical manner.  These commands have the lowest priority.  For delayed commanding, commands are uplinked to the spacecraft by the FOT within a time window specified by the instrument teams.  This type of commanding is available to ALL instrument teams, EOF resident or NOT.

Instrument teams submit commands in mnemonic form or binary form.  The ECS verifies that commands originate from an authorized source.  No database checks are made by the ECS.  The ECS forwards the commands to the CMS.  The CMS performs a database check.  NOTE:  Commands in binary form cannot be checked against the database by the CMS.

The EOF provides command inputs for delayed loads and planning functions to the POCC via the CMS.  This interface also provides the NRT command capability with the POCC.  Various transfers of formatted and unformatted data files between the EOF and the CMS occur via this interface.  The FOT forwards spacecraft command status information messages and ASCII files to the EOF.  The following types of commanding are available from the EOF via the POCC:

· NRT command groups

· Remote Procedure Requests (RPR)

· Remote Command Requests (RCR)

· Delayed Command Groups

5.4.2 Throughput Channel Management

The throughput channel is controlled via TSTOL and enabled/disabled by the FOT.  Use the TSTOL procedure o_nrt_ena to enable the NRT and the TSTOL procedure o_nrt_dis to disable the NRT.  These procedures correctly configure the TPOCC command parameters for NRT commanding.  In addition, o_nrt_ena starts a TSTOL procedure o_nrt_watch.  This procedure enables a TPOCC watch that monitors for commanding software anomalies and loss of receiver lock.  If either condition occurs, it automatically pauses the NRT.  

Four parameters are entered when starting o_nrt_ena.  The first parameter is the variable NRT.  If NRT = 1, the retransmit count is set to 1 and NRT is enabled.  The second parameter is the variable RCR.  If RCR = 1, the NRT remote command request function is enabled.  The third parameter is the variable BGQ.  If BGQ = 1, the NRT background queue is enabled and the command bit bias is set to 3000.  The fourth parameter is the variable WAT, which stands for WATCH.  If WAT = 1, a check is made to determine if the NRT watch is already running.  If NOT, the TSTOL procedure o_nrt_watch is started.

Two parameters are entered when starting o_nrt_dis.  The first parameter is the variable TPUT.  There are two acceptable inputs for TPUT, "GR" and "I".  If TPUT = GR, the NRT is disabled "gracefully".  If TPUT = I, the NRT is disabled "immediately".  The second parameter is the variable WATCHNUM.  The value entered for WATCHNUM is the watch number for the NRT watch.  Before running o_nrt_dis, enter the TSTOL directive SHOW WATCH and note the number of the NRT watch.  After disabling NRT and stopping the NRT watch, the procedure sets the retransmit count to 0.  NRT is disabled for station handovers and daily activities, and paused to avoid time-tagged commands delay, COBS software anomalies, telemetry, or command outages.

The POCC manages the throughput channel, but the CMS provides queue control to support a manual contingency method for controlling the state of NRT.  It is NOT required to check with the SOC before taking the link.  The throughput channel allows NRT commanding from the EOF.

The throughput mode of the CMS has two major functions:

· NRT commanding by instrument teams

· Large instrument table load uplink in the background.

The Manage Throughput Mode (MTM) subsystem is part of the CMS software package, and is typically transparent to the user.  The MTM supports the following functions:

Throughput Mode Commanding via NRT Queue:  The MTM receives and queues EOF throughput mode command messages.  The messages are validated against the project database (PDB)/operational database (ODB), processed into special NRT command loads, which are POCC compatible, and forwarded to the POCC for immediate uplink.  This capability is available only when the ground systems are placed in NRT mode.  The NRT mode allows the experimenters to command the instruments directly.  The CMS maintains a queue of command requests from the ECS received when the NRT mode is paused.  Throughput mode commands include:  instrument commands, RCRs, RPRs, and instrument reset messages.

RPRs are executed when received by the POCC.  Confirmation by EOF is NOT required.  Typically, the SOC and FOT have already coordinated the required pause with ALL instruments.  If it known an RPR can be expected in advance, a reference in the pass plan will be present.  A pass plan entry is NOT required for RPR execution.  ALL RPRs are built to pause NRT, execute, and then resume NRT. 

Large Instrument Table Uplink via the Background Queue:  The MTM receives EOF background queue messages and validates the messages against the PDB/ODB.  This capability is available at ALL times.  Background queue messages are received, processed, and sent to the POCC at a lower priority than NRT queue messages.

User Queue Status and Control Operations:  The MTM keeps the EOF informed of NRT status, command requests, and large instrument tables received from the EOF.

POCC Control of NRT and Background Queues:  The MTM receives and processes control messages from the POCC controlling the NRT and background queues.

Command History:  The MTM receives a command history report from the POCC containing the uplink status of delayed instrument command groups and large instrument tables.  The POCC generates command summary reports when the TSTOL procedures o_reports and o_sohodown are executed, or when directed to do so by the user by using the TSTOL directive.  This file is named as POCDDDHHMMSS.CSR, where DDDHHMMSS is obtained from the input AOS time.  The CMS generates a background queue status report containing a compilation of ALL large instrument tables in the CMS background queue.  The background queue status report is appended to the command summary report to create a command history report.  This report is sent to the EOF.

5.4.3 Operations Data Exchange

Messages are sent from the CMS to the ECS, or from the ECS to the CMS, via the UNIX "socket" service in combination with file transfer.  A socket is opened for messages related to throughput mode commands and another socket for file transfer messages.  File transfer is used for large instrument tables, delayed command groups, input validation reports, command history reports and activity plans.  In these cases, the socket message is sent to alert the system that a file is ready for transfer.  For the throughput mode socket, the CMS acts as client to the ECS server.  For the delayed mode socket, the CMS acts as server to the ECS client.  Both sockets remain open while both systems are in operation.  For more detailed information, refer to RD46.

5.4.3.1 Real-time Data Exchange

All messages and files are transferred during real-time.  Those messages and files included in Section 5.6.3.2 are also transferred in real-time.

The CMS accepts the following messages and file types from the EOF in real-time ONLY:

· Throughput Mode Commands

· Near real-time Command Groups

· Remote Procedure Requests (RPR)

· Remote Command Requests (RCR)

The CMS sends the following messages to the EOF in real-time ONLY:

· Throughput Mode Status

· Throughput Command Status
5.4.3.2 Offline Data Exchange

NOT ALL messages and files can be transferred between the CMS and the EOF offline.

The CMS can accept the following messages and file types from the EOF offline (as well as in real-time):

· Delayed Instrument Command Group Alert

· Large Instrument Table Load Alert Message

· EOF to CMS File Transfer Complete Message

· EOF to CMS Informational Message

The CMS retrieves the following files from the EOF offline (as well as during real-time):

· Delayed Instrument Command Group File

· Large Instrument Table Load File

The CMS sends the following messages to the EOF offline (as well as in real-time):

· Large Instrument Table Load Status Message

· Input Validation Report Alert Message

· Command History Report Alert Message

· CMS to EOF File Transfer Complete Message

· CMS to EOF Informational Message

The CMS makes the following files available to the EOF offline (as well as during real-time):

· Input Validation Report File

· Command History Report File
5.5 Flight Software Maintenance

Most of the information in this section is taken from the FSM Operations Agreement (OA).  In case of conflict, follow the OA.  This section describes the processes required to collect and compile the required data.

5.5.1 General

The FOT collects, processes, and stores flight software information.  This data is made available by 4mm tape or the server.

There are two types of in-flight maintenance for the onboard software (OBS): nominal maintenance and corrective or evolutive maintenance.  Nominal maintenance allows mission continuity when onboard events induce an alteration in the satellite configuration (i.e., equipment switching, transient memory failures, upsets, etc.).  Corrective or evolutive maintenance corrects or pacifies software errors and/or modifies software due to mission requirement changes and hardware failures/degradations.  This type of maintenance generally involves code modification.

Three types of events can cause a need to modify the OBS: specification changes, noncompliance with OBS requirements, and hardware anomalies.

Specification Changes:  Numerical errors such as thresholds, calibrations, and timing occurring during the spacecraft orbital life.

Non-compliance with OBS Requirements:  Detection of a bug NOT found during ground software tests.

Hardware Anomalies:  Random failures of mechanical nature, electrical component failures, or other failures occurring in flight.  These failures are only statistically predictable.

These three events have a common denominator when it comes to intervention:  incompatibilities between the hardware and the software have to be resolved by modifying the software.  There are six types of intervention foreseen:  

1. Surveillance attribute modification.  Change thresholds, delays, and/or the authorize/inhibit status of a monitoring function and its associated action.  Commands typically exist in the OBS for these modifications.  These parameters are referred to as “reconfigurable”.  This type of intervention is considered nominal flight operations or flight software maintenance.

2. Constant modification via a general-purpose memory load command (MLBA, Memory Load by Address).  This is generally a parameter, which is referred to as “modifiable by patch” or “configurable parameters”.  The modification of such parameters will NOT involve any code modification.

3. Ground-commanded equipment reconfiguration.

a. Activation of a redundant unit or branch

b. Swapping of a bus coupler performed by dedicated command

c. Reactivation of a nominal configuration.

4. OBS-commanded equipment reconfiguration.  Although NOT initiated by the ground, this intervention must be considered and must be handled by the OBS configuration control on the ground.

a. Automatic activation of a backup unit or branch

b. Deactivation of the defective equipment.

5. Other modifications (i.e., partial code modifications via TCMs producing code alterations in the onboard memory image).

6. Complete reloading of OBS after entering survival mode.

Interventions 1, 3, and 4 are analyzed, validated, and commanded by the FOT according to procedures developed from the SOHO Users Manual (SUM).  An exception is the definition of macro commands dedicated to spacecraft surveillance.  ESA is responsible for these changes.  ALL other maintenance (2, 5, and 6) is analyzed, coded, validated, and documented by ESA.  The modification of constant values by use of the generic ML command (KNK2C000) or the unchecked write to memory (ABACU002) is NOT a nominal action from the software point of view.  “Modifiable by patching” parameters are managed (as a code modification) within a corrective/evolutive maintenance activity with the exception of:

· Enabling the context memory update after a warm or chilly start up by patching the Ctxt_Flag in module CtxtGuard.

· Re-enabling the context memory update after an error by patching the RMS_Enable in module IntHdls.

· Commanding COBS gyroless parameters.

These “patches” are performed under NASA responsibility.

5.5.2 Routine Flight Software Maintenance Data Collection

The following data is collected for flight software maintenance purposes.
· SVM telecommand listing (time ordered, ALL PLM messages deleted)

· TC message log

· Mode 1, 2, 3 message log

· Logs of Groups 9 and 12.

· Onboard memory dumps, including:

· 24K RAM part of COBS

· Complete ACU RAM

· Programmable part of the software packet.  Collection of weekly group dumps.  Groups being dumped are 1, 2, 3, 10, 11, 13, 14, 15, 16, 17, and 18.

· Onboard ACU software performance data is collected weekly

· Modified SDB files since the previous N-SMILE

· Supporting documentation (paper input)
5.5.2.1 SVM Command Listing

5.5.2.1.1 TC Message Log

The TPOCC software generates a file called tcmsg.log during each contact.  However, TPOCC uses the same name for every pass and overwrites the file if NOT renamed and moved after each pass.  The tcmsg.log resides in the /home/soho/ops/output/reports directory.  The naming convention for the file is YY-DDD-HH:MM.TCM.  The time for the file name is obtained from the last entry in the file.  The file is moved to a subdirectory named TCMSG by procedure o_sohodown at the end of the pass.  The complete path for these files is /home/soho/ops/output/reports/TCMSG/.  

If requested by ESA to make flight software data available for subcontractor review in Europe, the following modifications are made to the SVM command listing.  Review each file and remove any commands NOT transmitted to the spacecraft.  This is usually as simple as deleting extra DZDUMMY commands at the beginning of each file sent during precalibrations.  Change the name of ALL CMS loads with SVM commands to the command mnemonic, i.e., roll steering law.  Combine ALL the individual command files into one file and delete ALL the PLM commands.  This is done with a program called TCMSG.  However, the program has a slight bug.  It leaves two extraneous lines between the previously separate entries.  These lines must be deleted.

While reviewing each file, each instance of data gaps (i.e., missing TCMSG logs) must be documented.  After the existing files have been combined, fill the gaps manually.  Search through the event delogs for the time period of the gap and recreate the missing command periods.

5.5.2.1.2 Mode 1,2,3, Message Log

The TPOCC software stores the data in a file named dircmd.log.  This file resides in the /home/soho/ops/output/reports directory.  As was the case with the tcmsg.log, this file is overwritten every time the software is rebooted.  Therefore, it is moved to a different directory after each pass.  The naming convention for the file is YY-DDD-HH:MM.DIR.  The time for the file name is obtained from the last entry in the dircmd.log file.  The file is moved to a subdirectory named DIRCMD.  The complete path for these files is /home/soho/ops/output/reports/DIRCMD/.
If requested by ESA to make flight software data available for subcontractor review in Europe, the following modifications are made to the Mode 1, 2, 3, Message Log.  Review each file and combine similarly to the process for the tcmsg.log.  However, a program does NOT exist for these files.  The combination for these files is done manually.  This does NOT pose a major problem because these types of commands are only used in anomalous situations.

5.5.2.1.3 Group 9 and 12 Logs

This data is collected directly from dumps of COBS programmable Groups 9 and 12.  Format the file for the SMILE, like the specifications for Groups 9 and 12 in the COBS User’s Manual.

5.5.2.2 Onboard Memory Dumps

5.5.2.2.1 COBS RAM (24K part)

This activity is outlined in the nominal operations script ACU/CDMU Memory Dump.  Dump the COBS RAM portion of the memory from address A000h to FFFFh.  Use the TSTOL procedure k_cdmu_mem.  Refer to section 6.3.3 for the details on dumping CDMU memory. 

5.5.2.2.2 ACU RAM

This activity is outlined in the nominal operations script ACU/CDMU Memory Dump.  Dump the complete ACU RAM.  Use the TSTOL procedure a_acu_dump.  Refer to section 6.6.3 for details on dumping the ACU RAM.  

The POCC captures memory dumps into files.  The complete path for these files is /home/soho/ops/output/dumps/<filename>.  

The filename for the CDMU RAM is CDMURAM.DMP.  

The file name for ACU RAM is ACURAM.DMP.  

If requested by ESA to make flight software data available for subcontractor review in Europe, the following modifications are made to the memory dump files.  Convert the file format to extended TEK HEX using the dmpxtx tool in the SOHO actions window on the workstations in the IMOC.

The SSU and SSR RAM are only required in contingency cases.  Refer to Chapter 6 for details on dumping SSU and SSR memory.

5.5.2.3 Programmable Part of the Software Packet

Every weekend, the FOT collects required group dumps with the TSTOL procedure k_fsm_collect.  After the pass, a packet delog is performed for the dump times.  These delogs are reviewed and the software packets extracted.  Further details on required data and times are in the FSM OA.

5.5.2.4 Onboard ACU Software Performance Data

The TSTOL procedure o_fsm_seqprnt performs the task of collecting ACU software performance data.  This procedure is called by the procedure k_fsm_clct, and is therefore run every Saturday night.  This is accomplished with sequential prints.  The sequential print files are moved and renamed by the procedure and reflect the time of the data collected.

5.5.3 Data Preparation for Transmission.

If requested by ESA to make flight software data available for subcontractor review in Europe, prepare the files for ESA retrieval.  First, combine the files using the UNIX tar command.  Compress the resulting file with the UNIX compress command.  A smaller file is produced with a .Z appended to the name of the file.  Transfer this file from the POCC to the SOHO server in the 
\\sohoserver\Soho Server\Operations\SC Maintenance directory for retrieval.

5.6 Data Management

5.6.1 General

This section addresses data management of POCC history data and FOT products.  This includes archiving, restoring, and deleting history files.

These data items are managed (backed up and stored) by the FOT:

· Ops directory (located in /home/soho)
· SOHO file server (administrative area)
· Telemetry History Files
5.6.2 History File Maintenance

History files are transferred from the front end 6  /home/soho/ops/output/logs directory to the sh6ws1 /hist directory.  The FOT keeps history files on any string for a maximum of 40 days.  Anomaly investigation, commissioning, and test data are kept indefinitely on 4mm tapes.  With the newer off-line data processing, ITPS, mission historical data is available.  

Items from anomaly investigations, commissioning, and tests are archived indefinitely (assumed permanent, but may be deleted later).  Label the tapes for permanently archived data as PHYY-XXX, where PHYY stands for Permanent History and last two digits of the year, and XXX is the sequential tape number.  For example, PH99-095.  A record containing: tape number, s/c time range, string the history files were recorded on, station/comments, and initials of the person who created the tape is kept in the permanent history binder called; SOHO Permanent History Archive Log.  The comment’s section states the station used, and describes the test or anomaly of interest in the history data.


The history files are kept for a maximum of forty days and then removed by using the purge files utility, which is a feature of the TPOCC software.  The utility will remove user-specified files from the system disk.  It can be run automatically once a day, or manually when needed.  The following is a list of the history files and how many days they are kept before being removed from the system disk by the purge files utility.

	History Type
	Days Kept

	Block files
	4 days

	Command files
	40 days

	Event files
	40 days

	Frame files
	32 days

	Nontlm files
	32 days

	Packet files
	32 days

	Subset files
	15 days


Table 5.7 History File Removal

All history files are created in the /home/soho/ops/output/logs directory remain on the sh4fe1 and sh5fe1.  The procedure o_histxfer is NOT currently used on string 4 and string 6.  Only history sh6fe1 files are transferred to the /hist directory on string 6 using the UNIX mv directive.  Real-time POLARIS packet files on string 6 may interfere with VC4 processing.  Only packet history sh6fe1 files are transferred to the /hist directory on string 6.  Remaining sh6fe1 files remain in the /home/soho/ops/output/logs directory and routinely purged.  The filename consists of 8 characters and a 3 character extension in the format NTJJJHHM.MSS, where:

N
Mission   (H for SOHO)

T
Type of data in history file

B
Real-time NASCOM Blocks

C
Outgoing command NASCOM blocks

E
Events

F
Real-time transfer frames

N
Non-telemetry NASCOM blocks

P
Real-time Packets

JJJ
Julian day of file creation

HH
Hour of file creation

MM
Minute of file creation

SS
Second of file creation

However, history filenames appear on the HISTDIR page in an expanded and more readable format of N_T_JJJ_HH:MM:SS.
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