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6.1 Spacecraft System

This chapter describes procedures for operation of all spacecraft subsystems and system level payload module operations.  The structure and harness subsystem is passive and does not require flight operations.

6.1.1  
Spacecraft Modes/Transitions

During the mission, the Solar and Heliospheric Observatory (SOHO) subsystems can be in several modes, corresponding to different hardware and/or software configurations.  The spacecraft progresses through these spacecraft modes with different combinations of subsystem modes and configurations.  Figure 6.1 shows mode transitions and configurations.  The automatic on board transitions that can be overridden by ground command are identified.  In addition, the ground command transitions are identified.  Figure 6.2 shows the different subsystem and system modes for each phase of the mission.

6.1.1.1  
Launch and Parking Mode

The Launch and Parking (LPM) mode was initialized by ground command before lift-off and was used during the Launch and Early Orbit Phase (LEOP) until separation.  Batteries powered the spacecraft, as well as the complementary energy provided by the folded solar arrays, during “Parking” orbit while spinning in the sunlight.  The Central Data Management Unit (CDMU) thermally controlled the Service Module (SVM).  Thermal control, Mode 1, was based on temperature measurement and threshold comparison.  Active thermal control was not used for the Payload Module (PLM) and substitution heaters, except for the Fine Pointing Sun Sensor (FPSS).  All gyros were ON, with temperature monitored by the CDMU.  The payload instruments were powered OFF.

6.1.1.2  
Sun Acquisition Mode (SAM)

Five seconds after separation, which is detected through separation straps’ status, the CDMU activated the Attitude Control Unit (ACU) and transmitter one (Tx1).  The first Acquisition of Signal (AOS) by the ground segment was after separation.  The -Z low gain antenna, (LGA – Z), was used for communication with the ground segment.  Low bit rate was used for downlink.  The +Z Low Gain Antenna, (LGA + Z), was used as backup when the ground station was in its Field of View (FOV).  See Figure 4.1/2.  The payload instruments were inert without substitution heaters enabled.  The Mode 1 thermal control of the SVM was performed by CDMU.  The Initial Sun Acquisition (ISA) was performed by the ACU.  When completed, the CDMU initialized the automatic solar array deployment sequence.  During solar array deployment, the Attitude and Orbit Control Subsystem (AOCS) was in STANDBY mode.  Automatic attitude recovery was inhibited.  After solar array deployment, the CDMU reinitialized attitude control.  The ground initialized Mode 2 thermal control for the PLM and substitution heaters.  At that point, the satellite was Sun-pointed within 2° of the Sun direction and was powered by solar arrays.  Batteries were only used for peak power support.  The roll attitude was constant at the value acquired by the Centaur launch vehicle before separation. 
[image: image1.wmf]
Figure 6.1 SOHO Modes Transitions

[image: image2.wmf]
Figure 6.2 Spacecraft and Subsystem Modes

6.1.1.3 
Roll Attitude Acquisition Mode (RAAM)

This mode recognizes the satellite roll attitude, and acquires and maintains the nominal roll attitude.  This mode was used at beginning of the transfer phase.  The ground initialized the FPSS and started the AOCS Fine Sun-Pointing Acquisition (FSA) mode.  Fine Sun-pointing is acquired and maintained using the FPSS and thrusters while the roll attitude was controlled using the integrated gyro output.  The ground initialized the reaction wheels spin-up.  The ground initialized the Star Sensor Unit (SSU) and set the AOCS in Roll Maneuver-Wheels Mode (RMW).  The roll control was automatically switched to the SSU upon star acquisition.  The ground segment determined the satellite roll attitude through star mapping data provided by the SSU.  Once in RMW, the reaction wheels were used as actuators for attitude control, vice the thrusters.

During RMW mode, the LGA was used for downlink communication at the low bit rate.  The payload instruments were OFF with substitution heaters ON.  The batteries were in charge mode.  When the Roll Attitude acquisition was complete, the satellite was Sun pointing.  The Roll Attitude was maintained by the ACU using the FPSS, SSU, and reaction wheels.

6.1.1.4  
Orbital Maneuver Mode

This mode allows execution of the transfer orbit correction maneuvers for Mid-Course Correction 1, (MCC1), Mid Course Correction, (MCC2), HALO Orbit Insertion (HOI)), HALO orbit station keeping maneuvers, and wheels offloading maneuvers.

Delta-V and roll maneuver parameters were uploaded by the Flight Operations Team (FOT).  From launch until December 1998, the FOT initiated RMW to execute roll maneuvers and Coarse Sun-Pointing mode (CSP) for wheel offloading and station keeping maneuvers.  During maneuvers, two gyros were operational.  Inertial Reference Unit C, (IRU-C) was used for nominal control and Inertial Reference Unit B, (IRU-B) for failure detection.  Communication was through the High Gain Antenna (HGA) at the medium bit rate (MR).  The instruments were OFF during MCC1 with substitution heaters ON.  The instruments were in STANDBY mode, or with shutters closed for sensitive experiments, during later maneuvers.  From December 1998 until September 27, 1999, all maneuvers were performed in Roll Maneuver Wheels (RMW) mode using ACU Patch 7.  This patch allowed reaction wheel spin up in STANDBY Mode (SBM), SBM to Fine Sun Acquisition (FSA) transitions, inhibited roll control in FSA, modified entry conditions for RMW, allowed RMW to FSA transition for roll maneuvers, and made the RMW roll control logic the same as the Normal Mode (NM) logic.

As of September 27, 1999, following the uplink of the gyroless software patch to both the Central Onboard Software (COBS) and the ACU, the RMW mode is used for ALL maneuvers requiring thruster operations.  These include momentum wheel offloading and station keeping maneuvers.  Roll profiles can be executed in NM, RMW, or Coarse Roll Pointing mode (CRP) modes, depending on the magnitude of the roll.  In RMW, roll profiles use the attitude profile algorithm to change the “Control Star” reference angle to the required position in the body axes.  Because this type of profile requires SSU inputs, it is limited only in that the control star shall not leave the SSU field of view (3 degrees).  The steady state rate of roll in RMW is 20 arcsec/sec.  Any telemetry bit rate may be used during roll profiles in RMW or NM.  In CRP, roll maneuvers use the attitude profile algorithm to change the Coarse Roll Sensor (CRS) reference angle to the required position in the body axes.  There are practically no limits to the magnitude of the delta angle for a given roll profile in CRP.  The steady state roll rate in CRP is 0.15 deg/s.  For roll maneuvers greater than 4 degrees, the telemetry rate used is based on the aperture of the ground antenna supporting the contact.

6.1.1.5  
Nominal Transfer Mode

This mode was used after MCC1 during all of the Transfer Trajectory Phase (TTP), except orbit correction or wheel offloading maneuvers.  The attitude control was performed by the ACU using the FPSS and SSU as sensors and reaction wheels as actuators (AOCS Normal Mode).  IRU A and C were powered but not spinning, and would be spun in case of an ESR or SSU/SEU for backup roll control.  IRU B was powered OFF.  The HGA was used for communication and medium bit rate was used for downlink although high bit rate was available.  In nominal transfer phase, the instruments were switched ON after at least 8 days.  It allowed enough time for outgassing, spacecraft commissioning, and checkout.  Some instruments executed nominal observation campaigns during the TTP.  The Solid State Recorder (SSR) was used and the thermal control mode 3 was initialized for the SSR.

6.1.1.6  
Nominal Mode

This mode is used in the HALO Orbit Phase (HOP).  The service module and the payload instruments were operational after a checkout period during the commissioning subphase.  Attitude control is performed by the ACU by using the FPSS and SSU as sensors, and reaction wheels as actuators.  The SVM is thermally controlled by Central Data Management Unit (CDMU) in thermal control Mode 1.  The PLM and Propulsion Subsystem (PROS) ring are controlled in thermal Mode 2.  Thermal control Mode 3 is used for the data recorders.  Power is provided by solar arrays and batteries to meet peak power demands.  The Electrical Power Subsystem (EPSS) automatically manages the batteries charge, discharge, and solar array shunt modes.  The HGA is used for downlink communication at the high bit rate.

· Figure 6.3 gives an overview of the COBS functions usage 
in the various spacecraft modes.


· Figure 6.4 shows the Power Control Unit (PCU) relays configuration for each mode.
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Figure 6.3 COBS Function Usage Overview
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Figure 6.4 PCU Relays Configuration

6.1.2  
Spacecraft Backup Modes

The satellite backup modes are defined by specific hardware and/or software configurations resulting from failure inhibition actions taken on-board in case of failure detection.  Moreover, backup modes interrupt the nominal mission because of anomalous performances.  For Example when switching telemetry back to low rate implies the loss of scientific data, and consequently interruption of the nominal mission.  In contrast, failure inhibition actions that do NOT lead to nominal mission interruption are NOT considered satellite backup modes (e.g. thermal reconfiguration to redundant heaters).

SOHO has five backup modes.

· Communication Backup Mode

· Attitude Survival Mode

· Software Backup Mode

· Payload OFF Mode

· Software Survival Mode


Figure 6.5 SVM Failure Cases
 gives an overview of the main backup actions autonomously initiated onboard.  Chapter 7 describes recovery from spacecraft backup modes.

6.1.2.1  
Communication Backup Mode

The following events trigger a COMS backup mode.

· Antenna Pointing Mechanism (APM) failure

· Roll attitude anomaly reported by the Roll Attitude Anomaly Detector (RAAD) 

· Attitude Survival Mode

· Software Backup Mode

· Software Survival Mode

In COMS backup mode, communications are reconfigured to the Low Gain Antennas (LGAs).  Switching is the same both cases.  Only the active transponder downlink is different.  Nominally, the -Z LGA is configured to transmitter two (Tx2) and +Z LGA to transmitter one (Tx1).  Telemetry is transmitted in low rate.  The recorder is set to standby when a COMS backup occurs.  During nominal operations periods, the communication subsystem (COMS) backup mode is redefined to switch Tx2 ON with the -Z LGA antenna path to Tx2.  During keyhole periods, the communication subsystem (COMS) backup mode is redefined to switch Tx1 ON with the +Z LGA antenna path to Tx1.  The experiments remain in nominal mode but the science data is lost when in low rate.  The value of RSSW4 will change from position 1 to position 2, regardless of being in NORMAL or KEYHOLE periods.  Software monitoring and reconfiguration for the first two events are no longer used operationally due to hardware failures.

6.1.2.2 
Attitude Survival Mode

The attitude survival mode is triggered when an Emergency Sun Reacquisition (ESR) is started by the Failure Detection Electronics (FDE).  The attitude survival mode can also be initiated by the CDMU.  The CDMU triggers ESR for:

· An ACU reset detected by the COBS ACU reset monitoring function

· A violation of Hx thresholds detected by the COBS Hx monitoring function

· The loss of the Sun by the FPSS, which is detected by two standard monitoring channels,
which are monitored the FPSS Sun Presence bits.

In addition, the ground can initiate a transition to the attitude survival mode.

The Hx monitoring function is not used operationally.  The loss of Sun by the FPSS is monitored by two standard monitoring channels.  

If an ESR has occurred, a COMS backup also occurs.  Thus, telemetry will be in low rate.  Several software anomalies may occur based on the causes of the ESR.  Three mnemonics easily indicate an ESR.  They are ASFD56, ASFD67, and ASFD68, all of which are found on the a_overview page.

In gyroless operations, the mnemonic ASFD56 will have three possible values:

· "FSP RECONF" (Fine Sun-Pointing Attitude Anomaly Detector
(FSPAAD Reconfiguration)


· "CSP RECONF" (Coarse Sun-Pointing Attitude Anomaly Detector
(CSPAAD Reconfiguration)

· "GROUND ARO" (Automatic Reconfiguration Order)

Values for the other two mnemonics will be:

· The mnemonic ASFD67 will be "ACTIVE”

· The mnemonic ASFD68 will be "ACTIVATED”.

The CDMU initiates Communication Backup Mode, via the ESR monitoring function, when an ESR is initiated.  Because the spacecraft roll attitude is NOT controlled, the Earth may go out of the HGA field of view.  Therefore, the Low Gain Antenna (LGA) is automatically configured and used for downlink.  In addition, due to possible off-pointing from the Sun and possible damage to instruments, an ESR warning flag is delivered by the CDMU to selected experiments.  This allows immediate safing actions to execute by each instrument receiving the warning flag (e.g. closing the aperture door, etc.).

Following the failure of IRU-B, gyroless software patches were uplinked to the ACU and CDMU.  Roll control is now DISABLED in ESR mode.  The ESR mode provides attitude control for pitch and yaw only.  Thruster actuations induce a gradual spin along the spacecraft roll axis.  Without ground intervention, a negative roll rate accumulates.  The autonomy of the ESR mode is limited to 24 hours.  After 24 hours a worst-case condition occurs which is total loss of attitude control.  As a result, the spacecraft roll rate shall be monitored and controlled from the ground, maintaining a roll rate within +/- 0.1(/s.  See Contingency Script 18:  Ground Based Roll Control for a description of this process.  The orbit perturbations generated by the ESR control pulses are monitored from the ground, and if required, pitch or yaw braking can be performed to help maintain the orbit position.  Refer to Contingency Script: CS-19 Yaw/Pitch Braking for a description.

6.1.2.3 
Software Back-Up Mode

This mode is triggered each time a criterion of the CDMU Reconfiguration Module (RMS) is violated and leads to CDMU reconfiguration and warm startup.  The cause may be a CDMU internal failure or an external failure such as a SVM Power Distribution Unit (PDU) failure at PCU relay level, or at the Latching Current Limiter (LCL) level resulting in powering OFF the CDMU.  NOTE:  CDMU failure cases implying a reconfiguration or a chilly startup lead to the software backup mode.

The software backup mode is triggered if NO commands are received by COBS in 48 hours.  The COBS Telecommand (TC) watchdog function counts down and triggers the software backup mode when the count reaches zero.  The count resets to 48 hours after every command received.

This mode is defined by a warm start-up of the CDMU and a reconfiguration to redundant units for the CDMU, Remote Terminal Unit (RTU), and Onboard Data Handling (OBDH) bus.  On the CDMU B, a subset of the nominal software functions is started with the following effect:

· Communication Backup Mode

· Thermal control functions are loaded from context memory and 
maintained with the same parameters as before

· Necessary data for reconfiguration is acquired from context memory

· COBS application functions enabled per table in group 1.

The telemetry indications of a Warm Startup are:

· COBS Software Startup Mode:  KKSWSMOD = "WARM".
This is also the normal value of this mnemonics during routine operations.

· The COBS RMS State:  KKSCRRMS = "ACT.1FAI" (Active, One Failure).
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Figure 6.5 SVM Failure Cases

6.1.2.4  
Payload OFF Mode

This mode is triggered in case of an unexpected experiment LCL status, abnormal temperature on a thermistor linked to a substitution heater, or double DHSS hardware failure.  Four cases are possible:

· Experiment LCL found “ON”, when expected “OFF”:

· PLM RTU is reconfigured

· ALL experiment electronics are switched “OFF”

· ALL nominal substitution heaters are "activated".  Corresponding channels are enabled for thermal control and thermal monitoring, with their current duty cycles and thresholds.

· PDU1 bus 2 and PDU2 bus 2 are switched OFF

· An experiment LCL found OFF, when expected “ON”:


· PLM RTU is reconfigured

· Failed experiment is confirmed/switched in the “OFF” state

· Corresponding nominal substitution heater is "activated"

· Abnormal temperature “ON” a thermistor linked to a substitution heater:


· PLM RTU is reconfigured

· Experiment corresponding to the thermistor is switched “OFF”

· ALL nominal PLM heaters and substitution heaters are switched “OFF”

· Redundant PLM heaters and substitution heaters are controlled in mode 2

· Substitution heaters linked to the switched OFF experiment are "activated"

· Software Survival Mode (chilly startup only).  All experiments are turned “OFF”

The payload “OFF” mode is characterized by one or several experiments being shut down and replaced by substitution heaters.  For the first three cases the attitude control of the satellite is NOMINAL.  Telemetry is transmitted in high rate through the HGA but science data is not available to the affected experimenters.  Additionally, the COBS mode remains unaffected by the payload being “OFF”.  For a chilly startup, there are several differences.  If an ESR is triggered, low rate telemetry is downlinked, and COBS will be in an undetermined state based on the hardware failures that have occurred.

6.1.2.5 
Software Survival Mode

This mode is triggered by a double failure in the Data Handling Subsystem (DHSS).  The software ensures the commanding, telemetry functions, and a simplified thermal control function.  Communication with the ground is ensured with low rate telemetry through the omni-directional LGAs.  The recorders and all experiments are switched OFF.  ESR, CSPAAD, FSPAAD, and Roll Rate Anomaly Detector (RRAD) are enabled in the Failure Detection Electronics (FDE).  In the case of a chilly startup, all experiments are switched OFF.  A chilly startup will produce an ESR due to FSPAAD being enabled.

· Software Survival Mode:


· All RTUs are reconfigured

· All experiments are switched OFF (chilly startup only)

· The telemetry indications of a chilly startup are

· COBS Software Startup Mode:  KKSWSMOD = "CHILLY".
This is also the normal value of this mnemonics during routine operations.

· The COBS RMS State:  KKSCRRMS = "INACTIVE".

6.2 DHSS Operations - General

The FOT interacts with the DHSS frequently during all operational phases of the mission.  Substantial familiarity with the DHSS is needed by all FOT members to understand the large number of onboard capabilities, maintain the computer and other components, and react and plan from the information provided.  The following major activity groups are described:

· Operating modes use and transitions

· Nominal CDMU operations

· OBDH and RTU operations

· Transponder operations

Refer to Section 2.7.3 for a general overview of the DHSS and block diagrams.

6.2.1 DHSS Operating Modes and Transitions

Eight (8) DHSS operating modes allow the FOT to select the required downlink data rate and the onboard source for the high rate telemetry downlink.  

The modes are described fully in Section 2.7.3.
Figure 6.6 DHSS Operating Modes/Transitions
 is a chart of allowable mode transitions.
6.2.1.1 Low Rate to Medium Rate Telemetry Transition
The low rate to medium rate transition is initiated a limited number of times.

· At the beginning of the mission, 

· A specific case of reconfiguration after failure

· During recovery from pitch or yaw profiles (> 230 arcsec) in CRP mode.

At the initiation of medium rate telemetry, the appropriate science submode (subformat) must be selected.  The telemetry submodes specify different data bandwidth allocations from the following scientific instruments.

· Coronal Diagnostics Spectrometer (CDS)

· Large Angle and Spectrometric Coronagraph (LASCO) 

· Solar Ultraviolet Measurement of Emitted Radiation (SUMER)

See Section 6.10.3, Science Submode Switching, for increased or decreased sampling packets in a submode.  In addition, the experiments selected for increased sampling in a submode must be in the appropriate internal mode for transmission of data in the respective packets.

Only one predefined format exists for low rate.  Both medium rate and high rate telemetry have four predefined subformats.  The programmable subformat is submode 5.  Submode 6 is a patched version of submode 1.  Telemetry still indicates submode 1 when submode 6 is used.

6.2.1.2 Medium Rate to High Rate Idle Mode Transition

This transition is not initiated on a daily basis during NORMAL operations.  During “KEYHOLE” periods, medium rate telemetry is used when the signal-to-noise ratio (SNR) expected at a 246 KB downlink is lower.  The switch to a 54.6 KB downlink gives better a SNR due to lower signal bandwidth.  In addition, specific periods of the mission where the medium rate is used are attitude maneuvers, CRP, and reconfigurations.

6.2.1.3 High Rate Mode Transitions

Record Mode to High Rate Idle Mode Transition

After a recording period, the FOT commands a transition from record mode to high rate idle mode before dumping the recorder or selecting the Michelson Doppler Imager (MDI) high rate data.  To make this transition, the recorder is commanded into standby mode and the DHSS telemetry mode is commanded to idle.  The transition through idle mode is not functionally required but performed as an operational standard.  Switching between record and dump can be performed directly and is done with some tape recorder procedures.  The transitions between MDI magnetogram (MDI-M) and MDI helioseismology (MDI-H) date are also performed directly.  For ALL other DHSS mode transitions, the FOT uses procedures that transition through idle.

High Rate Idle Mode to RECORD Mode Transition

Switching to DHSS record mode begins the transfer of housekeeping (VC0) and science data (VC1) to the recorder configured to the active transfer frame generator.  NOTE: VC0 and VC1 data are sent to the recorder in addition to the transmitter while in high rate.

High Rate Idle Mode to Playback Mode Transition

The purpose of this transition is to change the telemetry mode at the DHSS level to playback and command the recorder into playback (or dump) mode.  This sends VC4 to the transmitter in addition to VC0, VC1, and VC7.

Playback Mode to High Rate Idle Mode Transition

After completion of a recorder dump, a transition to idle mode is commanded at the DHSS level after the recorder has been commanded to standby.

High Rate Idle Mode to MDI-M Mode Transition

At the end of each dump period, the FOT commands the MDI experiment into MDI-M mode for scientific operations.  The telemetry mode transition at the DHSS level MUST be commanded first to prevent data loss.  The MDI-M data is downlinked as VC2.  Section 6.10.3.6 provides specific information for MDI data (VC2 and VC3) transitions.

MDI-M Mode to MDI-H Mode Transition

After completion of MDI-M data collection requirements, the FOT nominally commands a transition to MDI-H mode.  The MDI experiment is then commanded into MDI-H mode and the data is downlinked as VC3.
MDI-H Mode to MDI-M Mode Transition

This transition consists of commanding a transition to MDI-M mode and then commanding the MDI experiment into MDI-M mode.

MDI-M Mode to High Rate Idle Mode Transition

After completion of the MDI-M data collection requirements, and if no MDI-H data is to be collected, the FOT commands a transition of the experiment to the MDI internal low rate mode.  Then, a transition to the high rate idle mode is commanded.

MDI-H Mode to High Rate Idle Mode Transition
This transition first requires commanding the MDI-H mode to be inhibited by switching the instrument to the MDI internal low rate mode.  The mode change to idle is then commanded.


High Rate Idle Mode to MDI-H Mode Transition
The transition MUST first be commanded at the DHSS level and then the correct mode (MDI-H) for MDI.  This transition is ONLY performed to resume MDI-H operations after an earlier, brief transition directly into record mode from MDI-H mode activity is nominally performed during a coherency swap during a ranging to non-ranging handover.
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Figure 6.6 DHSS Operating Modes/Transitions

6.2.2 CDMU Operations

The Central Data Management Unit (CDMU) provides the interfaces to the transponders (TRSP), the On Board Data Handling (OBDH) bus, the data recorders, and the MDI experiment in the DHSS.  The CDMU performs the following functions:

· Onboard telecommand functions including acquisition of the radio frequency (RF) signal from the TRSP; demodulation, decoding, and validation of received commands; and distribution of validated commands


· Onboard telemetry functions including telemetry data acquisition/generation, telemetry data encoding, and transmission

· Timing functions including onboard time handling/maintenance and distribution of time and synchronization information

· Onboard surveillance and reconfiguration functions including control of the present CDMU mode of operation, selection of telemetry bit rate, storage/replay of telemetry data reconfiguration/survival of the CDMU after failure occurrence, either automatically, or by ground command

· Electrical interfaces.

6.2.2.1  
CDMU Components


Major components of the CDMU (Figure 6.7) include:
· Demodulator Module (DEMS)

· Frame Synchronizer Module (FSMS)

· Command Pulse Module (CPMS)

· Processor Module (PMS)

· Transfer Frame Generator Module (TFGS)

· Reconfiguration Module (RMS)

· Power Converter Module (PCCS)

· Ultra Stable Oscillator (USO)

NOTE:
The "S" at the end of each acronym stands for SOHO.  This designation is due to the sharing of similar components and documentation between SOHO and another set of European Space Agency (ESA) spacecraft known as Cluster.  The DEMS, FSMS, and CPMS together are also referred to as the “Decoder” (DEC), while the PMS and RMS together are referred to as the “Central Terminal Unit” (CTU).

6.2.2.1.1 
Demodulator Module (DEMS))


The DEMS interfaces with the transponder.  Modulated commands are received and demodulated in the DEMS.  This module also contains priority select logic, which performs the selection between the two redundant command channels.

The DEMS performs the primary decoding functions, which are bit-detection and synchronization, and the clock reconstruction.  The output of the DEMS is a non-return to zero level (NRZ-L) data stream and a clock.  The input is a Phase-Shift Keying (PSK) modulated sinusoidal signal.  Since there is no bit clock information on the signal, the bit clock is derived from the PSK modulation.  The SNR of the input PSK signal is measured in digital squelch circuitry.  The result of the measurement is used as criteria for further message processing.  The PSK signal is filtered and digitized in an input stage before the entry to the PSK demodulator.  A local crystal oscillator is used as the demodulator internal clock.

The DEMS is power switched, except for the lock-status sense logic.  The power is “ON” when there is a signal-present indication by the spacecraft receiver’s LOCK status signals (i.e., either RSLOK1 or RSLOK2 has a value of LOCK).  Inside each DEMS are two units used to demodulate the signal.  Each of the units in the DEMS is connected to one of the spacecraft receivers.  This allows either spacecraft receiver to command through either DEMS-A or DEMS-B.  There is a priority-select function positioned after the demodulators.  This function is fully digital, and routes the demodulated NRZ-L signal and bit clock to the FSMS.

6.2.2.1.2 
Frame Synchronizer Module (FSMS)

The FSMS performs the secondary decoding function.  It operates on the NRZ-L data stream from the DEMS.  It looks for the matching address and synchronization word (ASW) from DEMS that matches the decoder.  Each decoder has a different ASW.  It will then validate the command by checking the mode indicator and parity of the data.  If the telecommand is valid, an execute signal will be sent to both the Command Pulse Module (CPMS) and the Processor Module (PMS).  If a command is NOT accepted, a pseudo-execute signal is generated and the command is transferred to the PMS ONLY, for telemetry purposes (i.e., an error indication to alert the ground controllers).  The FSMS is power switched.  The power is "ON" when a good SNR is received from the DEMS.

6.2.2.1.3 
Command Pulse Module (CPMS)


The CPMS provides the High Priority Real Time Command (HPRTC) outputs, which are commonly referred to as Mode 1 or Mode 2 commands.  Each CPMS is connected to a corresponding FSMS.  The command outputs are activated immediately after the reception and validation of an HPRTC in the FSMS.  The input to the CPMS is the 24-bit NRZ-L data stream from the FSMS.  The last eight least significant bits (LSB) of the data are stored, decoded, and then executed as a 26 ±4 ms High Power Command (HP) pulse.  The CPMS is power switched.  When not addressed by the corresponding FSMS, the module is not powered.  The redundant current limiters for the output pulse are located in the CDMU power supply system.

6.2.2.1.4 
Processor Module

The PMS is the execution core of the CDMU.  The heart of the PMS is a military standard, 
MIL-STD-1750A, processor.  It provides the processing capabilities such as command reception, telemetry data acquisition, and the main part of the DHSS surveillance functions.  The PMS interfaces and controls the OBDH bus for communication with the RTUs and contains the COBS.

There are 64 Kwords (128 Kbytes) of random access memory (RAM) and 48 Kwords (96 Kbytes) of programmable read-only memory (PROM) in the PMS.  A bank of switching logic allows booting in PROM and copy to RAM.

The PROM banks are automatically power switched.  Reading from an address in PROM automatically powers the bank corresponding to the address.  This allows COBS to run without the software patches loaded in RAM.  This is to be avoided during normal operations.

The contents of the RAM are protected from corruption due to single-event upset (SEU) by an error detection and correction (EDAC) device.  The device is capable of detecting, correcting one bit error per word, and detecting two bit errors per word.

A block protect function of the built-in hardware makes it possible to write memory blocks.  The processor can read and write an input/output (I/O) mapped word, 16 bits, to define the blocks that are write-enabled and disabled.  Each bit corresponds to a four word memory block.  An attempt to write to a protected block results in a write abort and an interrupt, which activates a fault signal to the RMS.

The PROM is NOT protected by the EDAC.  Instead, a checksum is verified when the PROM content is copied to RAM.  Thus, the normal operating mode is a program execution from RAM, but it is possible to run the program directly from PROM.

The OBDH bus signal is derived from the Ultra Stable Oscillator (USO).  The OBDH bus clock rate is 524.288 Hz.  Cross coupling allows both PMS’s to access both nominal and redundant OBDH buses.

There are three methods to store, load, and execute software:

· All software is stored in PROM and executed from PROM.

· All software is stored in PROM, loaded to RAM at startup/reset,
and executed from RAM.

· Patches are possible by means of loading program parts into RAM from the ground.

A block protection unit implemented in hardware provides write protection of specific areas in the RAM.  The memory may be protected or unprotected in blocks of four Kwords, 16 blocks total.  In addition to the RAM memory, the PMS has access to 2 four-Kbyte context memory banks placed in the Reconfiguration Module (RMS).
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Figure 6.7 CDMU Switching Diagram

6.2.2.1.5 
Transfer Frame Generator Module (TFGS)


The telemetry data is assembled and formatted in the Transfer Frame Generator (TFGS).  The housekeeping and science telemetry data is received from the Processor Module (PMS).  The recorded data is received from the Tape Recorder (TR) or Solid State Recorder (SSR), and high-speed data is received from the MDI experiment and the recorders.

The TFGS collects telemetry from five different virtual channels and may generate IDLE frames (VC7) to maintain the data rate.  Nominally, virtual channel data is inserted into transfer frames, Reed-Solomon encoded, and convolutionally encoded.  In low rate, a square-wave subcarrier is added in-phase with the data.  In addition to sending telemetry data to the transmitter, data may be directed to the data recorder interface at the same time.  Configuration of the TFGS is set by the PMS and PROM.

The TFGS is divided into several different functional blocks:

· PMS IN:  The PMS IN block contains the interface to the two redundant PMS 

· Data Buffers

· The packets received from the PMS are first stored in first-in, first-out (FIFO) buffers 

· The packets are assembled into transfer frames from the buffers.

· The FIFO buffers are implemented using two 8-kbyte portions of RAM.  

· One buffer is for the housekeeping channel (VC0) 

· One buffer is for the science channel (VC1).

For high rate virtual channels VC2, VC3, and VC4, only one FIFO buffer is used.  The operating modes of the TFGS only include the reception of data from one high rate channel at a time.  Virtual channel seven (VC7) contains IDLE transfer frames used as filler data to maintain the data rate.  The TFGS has differential line interfaces for the data recorder and MDI lines.  For the PMS channels, standard complementary-metal-oxide semiconductor (CMOS) signal levels are used.

Sequence Machine
This is the state machine that selects from which virtual channel the transfer frame data is taken.  Each transfer frame contains a header, data field, and a trailer.  The main parts of the header are stored in the PROM for fixed data and the trailer is generated by the Reed-Solomon encoder.  The encoder also contains a Consultative Committee for Space Data Systems (CCSDS) National Aeronautics and Space Administration (NASA)/Goddard Space Flight Center (GSFC) convolutional encoder, which is activated by the PMS.

Output Interfaces
There are two output interfaces from the TFGS module.  The transmitter interface and TR buffer is used for both the SSR and TR.

· The TR buffer contains a two-Kbyte serial data buffer at the recorder output.

· This TR buffer is needed because the recording and transmission rates are NOT the same.

· In RECORD mode, a major frame consists of 360 frames, 

· In RECORD mode, 80 frames are recorded of housekeeping (HK) and science (SCI).

The downlink telemetry bit rate during record mode is 245.76 kbps without convolutional encoding.  The continuous bit rate for the recorder is 54.61 kbps.  The record buffer converts the bursts of HK and SCI frames with the speed of 245.76 kbps to a continuous bit rate of 54.61 kbps.  When there are too few VC1 frames to maintain the data rate to the recorder, the TFGS generates VC7 frames.

The transmitter interface output includes modulating stages for the telemetry video signal as well as for the TM AUX signal.  The bit-rate Generator:

· Has an external USO of 15x217 Hz, 
which is used as a source frequency in the bit-rate generator.


· The USO, which supplies the TFGS with appropriate bit-rates and clocks.


· Bit rate and clocks that depend on the active operational mode.

6.2.2.1.6 
Reconfiguration Module

The Reconfiguration Module (RMS) detects faults within the CDMU, and reconfigures the CDMU when a fault occurs.  The RMS generates a Data Handling Reconfiguration Order (DHRO) based on a number of failure detection mechanisms.  The DHRO will trigger a predetermined sequence of ON/OFF commands, the Kernel Reconfiguration Command Group (KRCG), performing the actual reconfiguration.  The command sequence is the same regardless of which failure detection mechanism triggered the reconfiguration.  The sequence ensures that the PMS and PCCS in the CDMU will be reconfigured.

When PCCS, DEMS, FSMS, CPMS, PMS, and the RMS itself are operating, the backup PMS (COBS) will reconfigure the remote terminal units (RTUs) by means of HP commands on the OBDH bus referred to as the Peripheral Reconfiguration Command Group (PRCG) in the RMS.  It is possible to disable or enable individual alarm signals and ON/OFF commands in the command sequence.  This is done directly by the PMS if enabled by ground.

The RMS interfaces with the PMS through a Parallel Expansion Port (PEP).  The PEP is used for accessing the different registers on the RMS such as reading and writing the context memory, reading the current alarm status, setting the alarm mask register, the KRCG sequence register, and the PRCG register.

Sensing the supply voltage of the nominal PMS performs the interface selection between the two processors.  The automatic interface selection implies the RMS always interfaces with the correct PMS.

The cause of a reconfiguration is stored in a register.  After the register has been read by software, it will be updated with the current value of the alarm signals.  Qualification logic performs this function.

There is a watchdog (WD) timer function between the reconfiguration module (RMS) and the active processor module (PMS).  The WD signal is initiated by COBS every software cycle.  Should a WD trigger occur too early, too late, or not at all, an alarm signal activates in order to trigger a (DHRO).

The RMS also contains the context memory used for storing information concerning the operating mode of the subsystem.  The context memory is divided into two banks of four Kbytes each.  After writing a bank, the bank not being updated is write-protected to prevent corruption of the already written data.

6.2.2.1.7 
Power Converter Module (PCCS)


All internal voltages are supplied by the direct current DC/DC PCCS.  The PCCS contains reconfiguration relays for the selection of the different modules in the CDMU.  One power supply consists of two fly-back converters.  The converters include current mode control and necessary protection for internal and external failures at the input or output.

The reconfiguration of the Central Terminal Unit (CTU) is performed by relays, which can be activated from more than one command source.  It is possible to cross couple the PCCS, the USO, and the PMS independently.  It is NOT possible to cross couple the PCCS and the TFG.

6.2.2.1.8 
Ultra Stable Oscillator (USO)

· The USO is physically located outside of the CDMU box.


· It provides the frequency needed for the data-handling operations.


· The USO is an oven-controlled crystal oscillator 
with the stability requirement of 6*10-9 over 24 hours.

6.2.2.2 
Redundancy Switching and Cross-Coupling


The selection of different modules in the CTU part of the CDMU is done by means of switching the relays that control the power distribution.  The entire CDMU can be switched to redundant modules just by switching the PCCS module.  There are NO failure modes that cause the 16V supply to be short circuited to ground.  When PCCS A is ON, or is being switched ON, PCCS B will be shut OFF since the shut off input to PCCS B will be grounded.  Therefore, PCCS A has priority over PCCS B if both relays are switched to the “ON” state.  CDMU side A was turned ON automatically after separation from the launch vehicle.  Most failures in the CDMU have automatic reconfigurations.  See Chapter 7 of the SOHO Flight Operations Plan (FOP) for contingency procedures.

Mode 1 and 2 commands are used for most of the DHSS/CDMU commanding, except for commanding the data recorders, which is done with mode 4, 5, and 6 commands.


Figure 6.8 Cross Coupling Diagrams
 is described below.

TRSP-DEMS Cross-coupling

The cross-coupling between the transponder and the DEMS module is performed automatically.  The signal is routed through both halves of each DEMS and to both FSMS units.  The FSMS whose pre-defined ASW corresponds to the received ASW processes the command and transmits it to the PMS and/or the CPMS.

FSMS-PMS Cross-coupling

The selection of this interface is performed by software.  Either the PMS can be set to accept the first message received from any of the two FSMS or it can be set to listen to a specific FSMS.

PMS-TFGS Cross-coupling

The output buffer of the PMS drives the input buffers of the TFGS.  The output buffers of the PMS supply a cross-coupling voltage to an input buffer on the TFGS.  This is done in such a way that ONLY the output buffer receiving a cross-coupling voltage from an input buffer is powered.  Thus, the selection of the correct path is performed automatically.

TFGS-TRSP Cross-coupling

The cross-coupling between the CDMU and the TRSP is performed inside the CDMU between the 5V and the 16V parts of the TFGS.  Thus, there is NO cross coupling between the TFGS 16V part and the TRSP.  However, both 16V parts are active at the same time in hot redundancy, and therefore there is no need for switching TRSP when changing configuration of the CDMU.

USO-TFGS Cross-coupling

The output signals from the two USOs are XORed together at the receiving end in the TFGS.  A switch of USO is enough to perform a cross coupling between the USOs and the TFGS.
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Figure 6.8 Cross Coupling Diagrams 

6.2.3 
OBDH Bus and RTU Operations

There are three remote terminal units (RTUs), which provide the user interfaces (command, telemetry, and synchronization) between the DHSS and the payload equipment (PLM RTU), the service module (SVM RTU) and the AOCS RTU.  The three RTUs are connected to the CDMU by means of a redundant, serial, ESA-standard OBDH bus.  ALL activities on the OBDH bus are controlled by the CDMU.

Each RTU performs the following functions:

· OBDH bus coupling and OBDH bus protocol monitoring.

· OBDH bus command decoding and execution via appropriate channels.

· Encoding of the acquisition signals coming from DHSS users into telemetry format

· Transmission of encoded user telemetry data on the OBDH bus.

The RTUs are composed of the following components (See Figure 6.9 RTU Switching Diagram)

· Remote Control Core Module (RCCS)

· Power Converter Module (PCRS)

· High Level Command and Broadcast Pulse Module (HLBS)

· Memory Load and Clock Module (MLCS)

· Input Multiplexer and Thermistor Module (IMTS)

· Internal User Bus (IUB)

· Motherboard Module (MBRS)

· Acquisition Bus (ACQ Bus).

Remote Control Core Module (RCCS)

The RCCS is a redundant module containing logic interfacing with the OBDH bus and the redundant IUB.  The I/O modules are activated upon request from the RCCS, and digital and analog data are transferred between the I/O module and the RCCS (analog data are only sent from the input modules to the RCCS).

Power Converter Module (PCRS)
There are two redundant DC/DC PCRSs that supply internal voltages to other RTU modules and to the payload users (i.e., thermistor conditioning distributed via the IMTS).  The PCRS interfaces with the spacecraft primary power bus lines.  If an attempt is made to power both PCRS, a safety feature is in place that will shut off power to both modules.  Only one PCRS is powered at a time.

High Level Command and Broadcast Pulse Module (HLBS)
The HLBS provides both types of user channel ON/OFF commands:  High Power (HP) and Extended High Power (EHP).  The HLBS module also provides one type of user synchronization signal, the Broadcast Pulse (BCP).  The BCP’s, HP’s, and EHP’s are activated at the reception of corresponding command from the RCCS via the IUB.
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Figure 6.9 RTU Switching Diagram

 Memory Load and Clock Module (MLCS)
The MLCS provides the High Frequency (HF) clocks, the memory load commands (ML/MLI0 address, ML data, ML clock), and the digital serial (DS) acquisition signals (DS clock which is common to the ML clock and DS sample).  The MLCS also provides receiver circuits for the DS input data.  The signals for ML and DS are activated at the reception of corresponding commands from the RCCS via the IUB.

Input Multiplexer and Thermistor Module (IMTS)
The IMTS multiplexes four types of input data:  Digital Bi-Level (DB), Relay Status (RS), Analog (ANA), and Thermistor (TH).  It sends these data to the RCCS for processing and transmission on the OBDH bus.  Power conditioning for the thermistors is also provided by the IMTS. 

Internal User Bus (IUB)
The IUB connects the RCCS with the I/O modules.  There are two redundant buses, IUB_A and IUB_B, which are used in cold redundancy.  This means that no power is applied to the bus not in use.  The interface logic on the RCCS and on the I/O modules is chosen by means of applying power to the circuits in use.  The signal information on the IUB is mainly channel addresses and enables signals for each function in the RTU.

Acquisition Bus (ACQ Bus)
The ACQ Bus, also called the Telemetry Bus (TM Bus), connects ALL telemetry input to the RCCS.  There are two redundant buses, TM_A and TM_B, which are used in cold redundancy so that no power is applied to the bus NOT used.  Applying the corresponding supply voltage chooses the input circuits on the RCCS.
 Motherboard Module (MBRS)

The MBRS consists of the IUB and the ACQ Bus.  There are no nominal operations for the RTU.  In the event of a failure, the RTU is automatically switched to the redundant units.  Whenever the configuration is changed, the nominal and redundant power supplies are shut OFF before the reconfiguration.  This ensures ALL relays are in the correct position before power is applied to the RTU.  In case of RTU, reconfiguration there is a wait-time of 5 seconds in the OFF state.  This ensures a known start-up state (e.g., all capacitors are fully discharged).

There are four redundant blocks in the RTU consisting of the PSRS, RCCS, IUB, and OBDH bus.  These can be switched independently in case of failure.  There are also a number of non-redundant blocks or driver circuits.  These non-redundant blocks are all current-limited and relatively small.  Thus, only a small number of channels will be lost in case of a failure in these blocks, and the redundant part can be used.  For more information, refer to the:

· FOP Chapter 7, Contingency Procedures  

· SOHO User's Manual (SUM) Part 7, Volume 1, Appendix 2:  RTU User's Manual.

6.2.4 
Transponder Operations

Although part of the DHSS, the transponders are often grouped with the Antenna Subsystem (ANTS) and referred to within the COMS subsystem.  A description of the transponder operations is included in Section 6.8.6 as part of the COMS subsystem.

6.3 COBS (Central Onboard Software Operations – General)

The COBS resides in the CDMU.  It provides the "intelligence" to the spacecraft.  As such, the FOT interacts with the COBS ON every contact.  The COBS is not a subsystem and is not "operated" in the true sense because it is purely software.  However, the COBS functions must be monitored and maintained as any other subsystem.  COBS include scheduling of these functions along with the ADA Run-Time System.  COBS comprise the main functions of the CDMU including:

· Telecommand reception and execution

· Telemetry management

· OBDH bus communication management

· Onboard Time (OBT) management and distribution

· Daily pulse distribution

· Memory management

· Anomaly detection/reporting

· Memory scrubbing

· Reconfiguration management

· Context memory management

· Watchdog functions

· Application functions

· PDU management

· Hardware drivers

· Troubleshooting service

Software Packet Summary

The software packet consists of:

· + OBT (6 words)

· Permanent part (116 words)

· Programmable part (102 words)

Table 6.1 represents the programmable part of the software packet.  The 102 words are NOT always used.  Details about each group are provided in Section 6.3.4
	PGM
	Group (contents)
	INDEX 

(Range)
	Meaning of INX
	# Dumps for Complete Group Data

	1
	Miscellaneous
	0...255
	Not Used
	1

	2
	Min/Max Monitoring
	1...25
	First Entry In Dump
	3

	3
	Standard Monitoring
	1...35
	First Entry In Dump
	3

	4
	Memory Dump
	0…255
	Not Used
	649

	5
	Memory Test Report
	0...255
	Not Used
	1

	6
	Context Dump
	0...255
	Not Used
	41*
(Per Bank)

	7
	Context Test Report
	0…255
	Not Used
	1

	8
	TC Execution Acknowledges
	0...99
	First Entry In Dump
	3

	9
	TC Execution Rejections
	0...255
	Not Used
	1

	10
	Macro Definition
	1...45
	Macro To Dump
	45

	11
	Command List Definition
	0...255
	Not Used
	1

	12
	OBDH Block Rejections
	0...255
	Not Used
	1

	13
	HGA-APME Nominal Control
	1...30
	First Entry In Dump
	2

	14
	HGA-APME Station Keeping
	0...36
	First Entry = INX*10
	7

	15
	Anomaly Table
	1...50
	First Entry In Dump
	3

	16
	Thermal Monitoring/Control
	1...100
	First Circuit In Dump
	8

	17
	ASW Miscellaneous
	0...255
	Not Used
	1

	18
	PRCG Sequences
	0...255
	Not Used
	1


Table 6.1 Software Packet Programmable Part Summary

6.3.1.1 
Scheduling Priorities of COBS functions


COBS uses processes of two different priorities to execute all functions.  The High Priority (HP) processes can interrupt the Low Priority (LP) processes.  Generally, the Basic Software Layer (BSW) processes (i.e., TM/TC management, OBDH management) are executed as HP processes.  Application functions are executed as LP processes.  In addition, TC execution and context memory update are performed as LP processes.  In principle, the priority levels execute independently of each other.  The high priority processes execute on a 38 Hz basis.

6.3.1.1.1 High Priority 38 Hz Software Cycle Processes


The 38 Hz cycle is referred to as the "software cycle" (SWC).  The following COBS functions use the High Priority (HP) process:

· Direct memory access (DMA) transfer synchronizations

· OBT updating

· Daily pulse distribution

· Ultra-stable oscillator (USO) management

· Memory scrubbing

· OBDH block commands sending

· TC reception

· TM generation

· High-power command sending

· Application function overrun detection

· Software packet collection

· Watchdog triggering.

The High Priority (HP) process scheduler executes in the following manner:

· The software cycle interrupt is active once every 26 ms. 

· The software cycle interrupt handler executes the functions in the stated order.

6.3.1.1.2 Low Priority 10 Second Software Cycle Processes

The LP processes execute on a one (1) Hz basis.  The application software (ASW) processes use a 10-second cycle called the ASW cycle.  The ASW cycle consists of 10 ASW slots with each slot representing 1 second.  The slots are numbered from zero to nine.  The execution profile of a process indicates the set of ASW slots where the process is executing.  


Table 6.2
 provides the default execution profiles for ASW processes.

The following COBS functions are assigned a LP process to fulfill their requirements:

· Application functions execution


· Telecommand Message 
(TCM) execution


· Context Memory updating
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Table 6.2 Default Execution Profiles

6.3.1.1.3 Priority Process Scheduler

The LP process scheduler executes in the following manner:

· The scheduler executes as an infinite loop in the main program.

· The operations above are called each cycle.

The scheduling of the application functions has additional requirements such as overrun detection and execution profiling.  This is NOT applicable to the processes executing the TCM execution and context memory update management.  The scheduling of the application functions is performed in the following way:

· The next ASW slot is awaited

· Each application function is run/not run, taking into account:

· The authorize/inhibit status for the application function

· The enable/disable status for the ASW processes

· Error checking and handling is done

· Checking for overrun using an internal HP process

· Checking for detention each time a new process is started

· Performing corrective action if overrun or detention is detected.

6.3.1.1.4   Overrun Assertion 


An overrun is asserted, as shown in Figure 6.10, if the execution of a process crosses an ASW-slot boundary.  Whenever an overrun occurs, an anomaly is reported indicating the offending process.  Execution of the process continues.  In abeyance mode, the overrun detection is inhibited.  A fatal overrun occurs when one process crosses two ASW-slot boundaries.  Whenever a fatal overrun occurs, a CDMU reconfiguration is forced.  After restart, an anomaly message indicates the cause of the reconfiguration and the offending process.

6.3.1.1.5 Process Detention 


Process detention occurs, as shown in Figure 6.10, when a process cannot be started in the correct ASW slot.  Whenever process detention occurs, an anomaly is reported indicating the process that was delayed.  However, execution of the delayed process is started.  Fatal process detention occurs, as shown in Figure 6.10, when a process can be not be started in the correct ASW slot, or the following slot.  Whenever a fatal detention occurs, a reconfiguration of the CDMU is forced.  After the restart, an anomaly message indicates the cause of the reconfiguration and the offending process.
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Figure 6.10 Process Overrun and Detention

6.3.1.2 Terminal Field (TMF) Coding

Commands defining monitored OBDH addresses and commands defining OBDH commands require a terminal field definition.  Figure 6.11 depicts the coding for the terminal field.  Two different cases are demonstrated:  memory loads (ML) and other interrogations.

· For both cases, the coding of bits 0 to 12 is the same:

· Bits 0 to 7 are all zeroes

· Bits 8 to 10 give the RTU address (3 bits)

· Bits 11 and 12 are the group address (2 bits)


· For memory loads, bits 13 to 31 are:

· Bits 13 to 15 give the memory load address (never zero)

· Bits 16 to 31 give the data loaded by the memory load.

· For other acquisitions (NOT ML), bits 13 to 31 are:

· Bits 13 to 15 are all zeroes

· Bits 16 to 19 (4 bits) give the destination address which is all zero

· Bits 20 to 23 give the mode of operation (4 bits)

· Bits 24 to 31 give the channel address (8 bits).
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Figure 6.11 Terminal Field Coding

The commands KNK38000 and KNK3B000 contain a mask in addition to the TMF.  For thermal or analog acquisitions, the mask value is 00FFh with direct acquisition by the RTU.  For digital bi-level, relay status acquisitions and 16-bit serial acquisitions the mask allows the identification of the significant bits inside the 8 or 16 bits acquired.  The mask value can be found in the MASK1 and MASK2 fields in the TM_PARA_DETAIL table. 

It should be noted that OBDH acquisitions corresponding to LCL TM and ACU or experiment generated telemetry packets are acquired for telemetry format generation through bursts.  No extra OBDH acquisitions are allowed at these addresses since this would corrupt the burst sequence.  It is possible, however, to monitor the addresses in CDMU RAM corresponding to the acquisition of any of these parameters.

6.3.2 
COBS Modes/Transitions
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Figure 6.12 Software Modes/Transitions

6.3.2.1 
Bootstrap Mode

The bootstrap mode is entered because of one of four events:

· Power ON

· Reconfiguration, due to a "kernel error" or COBS trigger

· Reset, due to a second "kernel error" or COBS trigger

· Request from ground (TCM)

In the bootstrap mode, COBS determines the start-up mode by evaluating the RMS state.

There are three possible start-up modes (Table 6.3)
	Startup Mode
	Cause
	RMS State

	Cold:
	Power ON
	STARTUP

	Warm:
	1st kernel error
	ACT.0FAI

	Chilly:
	2nd kernel error
	ACT.1FAI


Table 6.3 COBS Startup Modes

Various self-tests are performed in bootstrap mode.  These tests include:

· Processor's built-in tests (BITs)

· PROM checksum calculation

· RAM write/read test

· RAM checksum calculation if in RAM mode.

· If any test fails, COBS is halted.

If the tests are successful execution continues in PROM or RAM according to the value of the pre-selection relays.

6.3.2.2 
Initialization Mode

The initialization mode is entered after a successful bootstrap or upon an explicit request from the ground.  The following sequence is performed in the initialization:

· Elaboration

· Restore from context memory, 
if needed

· Start-up “Functions Enable”

· Jump to the scheduler of the low priority 
(LP) processes.

The elaboration ensures all internal variables of the modules are set to default values.  When the elaboration is done, the ADA Run-Time System starts executing the main program.  The main program performs the remaining functions.  The “Restore from Context Memory” is performed only if the RMS state indicates warm start-up.  The COBS modules using context memory then overwrite some of the internal data with data from context memory.  After start-up, the LP operation control software executes an infinite loop performing context memory management, TCM execution, and all application functions.  When the initialization is complete, TM/TC mode is entered for a cold start-up.  The nominal mode is entered if a warm start-up or chilly start-up.

6.3.2.3 
Nominal Mode


In this mode, all regular DHSS functions are operative.  Functions are authorized according to one of three possible tables, depending on the entry to nominal mode shown in Table 6.4.  The command KNK0B000 is used to define the function's authorized/inhibit status at warm start-up.  The command KNK0A000 is used to define the status.

	Event
	Type of Startup
	Functions authorized

	Power on
	Cold
	According to a fixed (configurable) table

	1st Kernel Reconfiguration
	Warm
	According to saved status in context memory and/or reconfiguration table

	2nd Kernel Reconfiguration
	Chilly
	According to a fixed (configurable) table


Table 6.4 Startup Cases and Function Authorizations

6.3.2.4  TM/TC Mode


A reduced mode of operation entered on specific request by a dedicated command.  In this mode, TM/TC functions like telemetry generation and telecommand reception are enabled, but all application functions are inhibited.  However, application functions can be authorized on explicit request from the ground.  When returning to nominal mode, the application functions are set to the state before entry into TM/TC mode.  Time-tagged command execution status is not affected when entering or exiting the TM/TC mode.

6.3.2.5  
Anomaly Mode


This mode is entered when a peripheral reconfiguration (PRCG) is performed.  During this mode, neither application functions nor DHSS functions are maintained.  In anomaly mode:

· Software packet is valid and "Anomaly Mode Indicator" shows anomaly mode.

· OBT packet is valid.

· Other packets are sent, but contents are undefined since no acquisitions occur on the OBDH bus.

· The "Block Acquisition Status" in the software packet indicates that acquisitions are not okay.

6.3.2.6  
Abeyance Mode

When a "long corrective action" is performed, due to a monitoring function trigger, the regular scheduling of the application functions is temporarily suspended.  The overrun detection mechanism is also inhibited.  At the completion of the corrective action, the execution of the application functions resumes.  The amount of time spent in abeyance mode depends ON the actions taken.  In particular, triggering of a PRCG sequence causes an entrance to the abeyance mode.  Figure 6.12 Software Modes/Transitions shows mode transition possibilities.


Table 6.5
 summarizes anomaly and abeyance modes.

	Function
	Anomaly Mode
	Abeyance Mode

	Application functions
	Not running
	Not running

	TM acquisition
	Not running
	No change

	TM sent
	S/W packet and OBT packet valid.  Other packets:  random data.
	No change

	TC reception
	Running
	Running

	TC execution
	Not running
	Not running

	ETC
	Running
	Running

	OBT
	Running
	Running

	OBDH Bus 
	Not operable
	Operable


Table 6.5 Anomaly and Abeyance Modes

6.3.3 Commanding Operations

The SOHO spacecraft processes two types of commands.  There are 24-bit single telecommand (TC) frame commands and TC message commands.  Direct memory load and direct high-power commands may be sent as a mode 3 command or imbedded in an OBDH interrogation command message.  The remaining type of single frame command is the priority real-time command (PRTC), which is 24 bits long.  Telecommand messages are placed in TC blocks.  All command data transmitted to the SOHO spacecraft are transmitted via 24-bit command words encoded into 96-bit transfer frames.  Telecommand blocks containing one or more messages are segmented into transfer frames before transmission.  From 1 to 42 transfer frames are placed in a 4800-bit NASCOM block for transmission via Deep Space Network (DSN) to the spacecraft.

6.3.3.1  
Block Acceptance and Reporting Mechanism (BARM) Verification
When verification is enabled (displayed on CMODEC page) and command blocks are sent to the spacecraft, a bit is set in the TC block header to instruct the spacecraft to perform block acceptance and reporting mechanism (BARM) verification.  Each command block has a modulo 256 sequence number that is checked by the spacecraft and expected to be equal to the next telecommand block (TCB) expected.  Two telemetry parameters and one system variable affect BARM verification.  The telemetry parameters are KKATCBKC for the last block accepted and KKVRTCBK for the next block expected.

When the spacecraft accepts a command block, KKATCBKC, and KKVRTCBK increment.  For correct reporting from the ground system software, these two telemetry points should ALWAYS have an "n, n+1" relationship.  The next expected command is one greater than the last command accepted.  If the "n, n+1" relationship is found not to exist, it can be forced by sending the command KNK29000 to set the value of KKVRTCBK, also referred to as the "Receive State Variable".  This command requires one data word.  The data word value is set to be two more than the current value of KKATCBKC.

Example:  KNK29000, 0007 sets the receive state variable to 7 when 
the current KKATCBKC = 5.

KKATCBKC increments upon the successful receipt of the KNK29000 command.  The data word associated with the KNK29000 command needs to be two higher than KKATCBKC to ensure the "n, n+1" relationship.  The TSTOL procedure for this is k_setvsubr.

The ground monitored BARM verification is the primary form of verification for TC blocks.  The ground software only monitors frame and block acceptance of commands.  The TSTOL software typically waits one minute before notifying the operator of a BARM failure.  Telemetry presence may affect the validity of the TSTOL notification.

In addition, the FOT must monitor TC message and OBDH message acceptance.  POCC display pages have been created to monitor these parameters.  The page k_cmd_counter is used for monitoring frame, block, message, and OBDH counters.  This page displays the acceptance and rejection counters for these levels of command acceptance.  The AOCS and all instruments, except the Variability of Solar Irradiance and Gravity Oscillations (VIRGO) instrument, have OBDH acceptance and rejection counters.  A TSTOL procedure, x_obdh_msg_ver, is run to set delta limits on OBDH command reject counters to flag any change in the rejection and anomaly counters.  


6.3.3.2 
Immediate Command Buffer

The spacecraft processes one TC message per second.  The immediate buffer stores uplinked commands waiting processing.  This buffer holds 500 words (1000 bytes).

6.3.3.3 
Time-Tag Buffer


Time-tag commands are stored in a dedicated buffer that holds 1000 words (2000 bytes).  Commands from this buffer may be deleted using the two-word, hexadecimal, time-tag portion of the command.  There are two procedures to facilitate this.  The k_delallpentt procedure is used to remove all commands from the time-tag buffer.  The k_delsompentt procedure is used to remove individual commands from the time-tag buffer.  The time-tag buffer may also be disabled.  By OE direction, the k_ttag_ck procedure is used to enable the time-tag buffer.  When the buffer is disabled, commands are not deleted.  Therefore, it is possible that once it is re-enabled time-tag commands will immediately execute.

6.3.3.4  
Command Rejection


If a command rejection occurs, the programmable part of the software packet provides four different groups useful for investigation.  These are:

· Group 8
Execution Acknowledge Table

· Group 9
Execution Rejection Table

· Group 12
OBDH Block Command Rejection Table

· Group 15
Anomaly Table.

6.3.4 Programmable Groups


All COBS programmable groups are discussed in this section.  In general, the procedure k_gen_dump is used to change between programmable groups.  Groups 4 and 6 are exceptions to this.  See Sections 6.3.4.4 and 6.3.4.6 for more information.  The procedure k_nom_dump is used to dump the nominal group.  

· For non-keyhole periods, group 15 is the nominal group.

· The current value table is updated with spacecraft software anomaly table information 

· During the keyhole, group 4 is the nominal group at address FC40.  

· The current value table is updated with intermittent RECORD information

6.3.4.1 Group 1, Miscellaneous

Group 1 contains:

· Functions warm startup table, which is discussed in Section 6.3.6.
· Process execution profiles for application functions

· Interrogation list sending responses

· Switchable command line status

· Switchable memory load line status

· Ten last failed memory scrubbing addresses

· Last checksum (memory and context memory)

· Telemetry block acquisition/enable status

· Result of the last XIO read operation ordered by the ground

· Current (signed) factor used for accelerating/retarding the USO

· Remaining (signed) number of phase correction pulses to be emitted to the USO

6.3.4.1.1 
Group 1, Telemetry Dump

To view Group 1, the TSTOL procedure k_gen_dump must be executed.  This procedure is a generic procedure for group dumps.  The command is KNK20000 and requires two data words, the group identifier, and the index.  The index indicates the first entry to be dumped.  

Example:
KNK20000, 0001, 0000
dumps group 1.

The telemetry verification for this command is KKGROIDT = Group 1.  The display pages containing group 1 parameters:


· k_grp1_misc

· k_grp1_pkttmba

· k_grp1_swcmd_1

· k_grp1_swcmd_2.

6.3.4.1.2  Process Execution Profiles


The command KNK0C000 defines a process execution profile and requires two data words.  The first data word is the process ID as defined in Table 6.2 Default Execution Profiles.  The second data word is the execution profile.  Only bits 0-9 are significant.  The procedures using this command ask for the 10-digit binary representation of the execution profile and concatenates six zeroes to the string.  A four-digit hexadecimal data word is then calculated for use in the command.  

Example:
KNK0C000, 0010, 1000

The telemetry verification for this command is listed in Table 6.6
6.3.4.1.3 
Interrogation List Sending Responses


The telemetry mnemonics KK01REPx (where x = 1h to Ah) represent the xth response from an interrogation list sending.  In case of 8-bit responses, the eight most significant bits (MSB) are zeroes.

6.3.4.1.4 
Switchable Command/Memory Load Line Status


A switchable channel is defined as the physical RTU line used by COBS application functions.  RTU physical lines not used by COBS are not identified in the switchable channels COBS data table.  One hundred ninety-six (196) switchable channels exist.  There are 29 memory load channels and 167 other channels.  For ninety-seven channels, no RTU physical redundancy exists.  Therefore, switching between nominal and redundant has no effect.  Swapping the switchable channels is independent of the CDMU and RTU configurations.  Macrocommand execution, command list execution, mode 3 TC execution, and execution of TCMs containing OBDH interrogations are independent of the switchable status COBS data table value.

The switchable channel status indicates whether the nominal or redundant line is used for each channel.  The command KNK09000 is used to define the status of the switchable channels and requires three data words.  The first data word indicates nominal or redundant setting for the switchable channel (0000h - nominal, FFFFh – redundant).  Alternate forms of the command KNK09000 (KNK09NOM and KNK09RED) have the first data word set as a default in the database.  The second data word indicates switchable channel or memory load status (switchable channel - 0000h, memory load - FFFFh) is being modified.  The third data word represents the switchable channel identifier.  The range for switchable channels is 1-167 and 1-29 for memory loads. 

Example:
KNK09000, 0000, FFFF, 001D
switches memory load 29 to nominal


KNK09000, FFFF, 0000, 00A7
switches channel 167 to redundant.

The telemetry verification for this command is KK01CMxx where xx is 01h to A6h for switchable channels, and KK01MLyy where yy is 01h to 1Dh for memory load channels.

In addition, an expand function (TCM) is provided to update the acquisition channel used for SVM HK1 telemetry acquisition.  The command KNK69000 “Expand SVM HK1” is used.  This expand function MUST be used ONLY when PDUs or SSR switchable channel definitions are modified.

Nominal switchable channels are selected at cold or chilly startup.  The switchable channel definition is read from context memory upon a warm startup.

	Mnemonic
	Description

	KK01XACU
	ACU Reset Monitoring Execution Profile (gyroless function)

	KK01XCRP
	CRP Flag Monitoring Execution Profile (gyroless function)

	KK01XESR
	ESR Detection Function Execution Profile

	KK01XESW
	ESR Warning Flag Execution Profile

	KK01XEXP
	Experiment Monitoring Execution Profile

	KK01XGYM
	Gyro Monitoring Execution Profile (unavailable with gyroless software)

	KK01XGYS
	ESR Gyro Setting Execution Profile (unavailable with gyroless software)

	KK01XHMO
	HGA Monitoring Execution Profile

	KK01XHNO
	HGA Nominal Control Execution Profile

	KK01XHSK
	HGA Station Keeping Function Execution Profile

	KK01XHX
	Hx Flag Monitoring Execution Profile (gyroless function)

	KK01XIID
	IIDE Function Execution Profile

	KK01XIOR
	Start-up Function Execution Profile

	KK01XISA
	ISA & SAD Execution Profile (unavailable with gyroless software)

	KK01XOFP
	Experiment Off-pointing Warning Execution Profile (gyroless function)

	KK01XRAA
	RAAD Monitoring Execution Profile (unavailable with gyroless software)

	KK01XRWS
	Reaction Wheel Speed Monitoring Execution Profile (gyroless function)

	KK01XSUB
	Substitution Heater Monitoring Execution Profile

	KK01XTCW
	TC Watchdog Function Execution Profile

	KK01XTHR
	Thruster Monitoring Execution Profile

	KK01XTSF
	Free Process Execution Profile (unavailable with gyroless software)


Table 6.6 Group 1 Execution Profile Telemetry

6.3.4.1.5  Ten Last Failed Memory Scrubbing Addresses

The telemetry mnemonics are KK01MSxx (where xx is 01h to 10h).  These mnemonics can be reset using the command KNK0E000.  The command requires no data words.  In addition, the CDMU single event upset counter is set to zero.

6.3.4.1.6  
Last Checksum (Memory and Context Memory)

Memory Addresses Checksum

The command KNK2E000 triggers a calculation of the checksum, (modulo 216), for the specified area of memory.  The command requires two data words.  These words represent the beginning and end addresses of the memory to be summed.

Example:
KNK2E000, 0000, FFFF
instructs COBS to calculate the checksum for CDMU memory addresses 0000 to FFFF.

Telemetry verification for this command is KK01MCH.  This command may take several seconds to execute.  Each second up to 1 Kwords are summed.  The telemetry in group 1 is not updated until the whole area specified has been summed.

Context Memory Checksum

Similarly, the command KNK31000 triggers a calculation of the checksum, (modulo 216), for the specified area of context memory.  This command requires three data words.  The first data word represents the bank identifier for context memory (bank 0 - 0000h, bank 1 - 0001h).  The second data word indicates the first byte index to be summed.  The third data word indicates the last byte index to be summed.

Example:
KNK31000, 0000, 0000, 0FFE
instructs COBS to calculate the checksum for context memory addresses 0000 – 0FFF

Telemetry verification for this command is KK01CCH.  This command may take several seconds to execute.  Each second up to 300 bytes are summed.  The telemetry in group 1 is not updated until the whole area specified has been summed.

6.3.4.1.7 TM Block Acquisition/Enable Statuses

This portion of group 1 reports block acquisition status for the packets represented in Table 6.7 Block Acquisition Status Numbering.  The command KNK21000 specifies a bit map for acquisition of telemetry blocks.  This acquisition becomes effective at the next major frame.  This command allows inhibition of blocks transmitted in VC0.  This should NEVER be done since it causes the VC0 stream to become garbled.  In particular, the software packet, bit 0, should NEVER be inhibited.  Inhibiting VC1 blocks may cause the TFG to occasionally pad the telemetry stream with IDLE frames.  This command requires three data words.  The first 36 bits in the three data words specify the bit map to have acquisition inhibited/enabled (0 – inhibit, 1 – enable).  

Example:  
KNK21000, FFFF, FC07, FFFF

This command is used during telemetry subformat changes with the following procedures.


· k_tm_subform1

· k_tm_subform2

· k_tm_subform3

· k_tm_subform4

· k_tm_subform5 (programmable subformat)

· k_tm_subform6 (software patch to subformat 1)

The current block enable/inhibit statuses are transmitted in group 1.  The telemetry mnemonics are KK01BExx (where xx = 01h to 35h) as specified in Table 6.7.

	BAS
	0/5
	1/6
	2/7
	3/8
	4/9

	0
	
	SVM_HK1
	SVM_HK2
	SVM_HK3
	SVM_HK4

	5
	AOCS HK1
	AOCS HK2
	Attitude1
	Attitude2
	CEPAC_HK

	10
	CELIAS_HK
	MDI_HK1
	UVCS_HK
	GOLF_HK
	VIRGO_HK

	15
	SWAN_HK
	CDS_HK
	EIT_LASCO_HK1
	SUMER_HK
	MDI_HK2

	20
	EIT_LASCO_HK2
	EIT_LASCO_HK3
	CDS_1K5
	CDS_12K
	CDS_22K5

	25
	EIT_LASCO_5K2
	EIT_LASCO_26K2
	SUMER_10K5
	SUMER_21K
	CEPAC

	30
	CELIAS
	MDI
	UVCS
	GOLF
	VIRGO

	35
	SWAN
	
	
	
	


Table 6.7 Block Acquisition Status Numbering

6.3.4.1.8 Result of the Last XIO Read Operation Ordered by the Ground

The command KNK35000 is used to request an XIO operation to be executed.  The command requires two data words.  The first data word represents the command (i.e., the IO-address to read/write to).  The second data word contains the data to write in case the command is a write operation.  If the command in the first data word is a read then the second data word can be any value.  For a read operation (bit 0 in the first data word is 1) then the response is saved and transmitted in group 1.  The telemetry mnemonic for this is KK01XIOR.

6.3.4.1.9  Ultra-Stable Oscillator Drift Timing Adjustments

The telemetry mnemonic KK01FRC indicates the current factor (signed) used for accelerating or retarding the USO.  Refer to Section 6.5.1.4 for a description of the command used for defining this parameter.


The telemetry mnemonic KK01PHC indicates the remaining number (signed) of the phase correction pulses to the USO.  Refer to Section 6.5.1.4.2 for a description of the command used for defining this parameter.  

6.3.4.2 
Group 2, Min/max Parameters.


Group 2 contains 25 min/max monitoring parameters channels.  Only nine are downlinked at a time in this group.  Three dumps are required in increments of nine for a complete data collection in group 2.

6.3.4.2.1 Group 2 Telemetry Dumps


To view group 2, the TSTOL procedure k_gen_dump must be executed.  This procedure is a generic procedure for group dumps.  The command used is KNK20000 and requires two data words, the group identifier, and the index.  The index indicates the first entry to be dumped.  

Example:
KNK20000, 0002, 0003
dump group 2 starting with index 3

The telemetry verification for this command is:

· KKGROIDT = Group 2

· KKGROENT = x (where x is equal to the decimal value of the second data word). 

The POCC display pages for group 2 are k_grp2_mnmx, k_grp2_mnmx1, and k_grp2_mnmx2.  Table 6.8 describes the group 2 telemetry mnemonics. 

	Mnemonic
	Description

	KK02XPRx
	Execution profile

	KK02TYPx
	Parameter type

	KK02ENBx
	Parameter enable status

	KK02ADRx
	Address (for memory parameters only)

	KK02TMFx
	Terminal field of interrogation (OBDH parameters only)

	KK02MSKx
	Mask

	KK02MINx
	Minimum value

	KK02MISx
	Time of minimum value occurrence

	KK02MAXx
	Maximum value

	KK02MASx
	Time of maximum value occurrence

	(where x is 1 - 9)
	


Table 6.8  Group 2 Telemetry

The TSTOL procedures for modifying the min/max parameters are:

· k_mnmx_mon_en

· k_mnmx_dis

· k_mnmx_dump

· k_mnmx_load

The first procedure, k_mnmx_mon_en, is used to modify and enable min/max channels.  The COBS can monitor 25 parameters.  Currently, only one min/max channel is defined to monitor the ACU watchdog telemetry.  The command KNK38000 is used to define a min/max channel.  It has five data words.  The data word composition depends on the type of min/max parameter to be defined.  There are two types of data words, OBDH-bus acquisition (type 0), and memory location (type 1).  The first data word is the min/max parameter entry number.  The second data word is the type (OBDH-bus acquisition - 0000h, memory location - 0001h).  The third and fourth data words are the terminal field of interrogation for an OBDH-bus acquisition.  The third data word is not used for a memory location.  Any value can be inserted.  The fourth data word is the memory location address of the desired parameter.  The fifth data word is the mask.  The mask defines the useful bits inside the parameter.  

A description of the mask definition is in Section 6.3.1.2.


Example:
KNK38000, 0008, 0000, 0030, 0C04, 00FF


KNK38000, 0007, 0001, 0000, ABFD, FFFF

Telemetry verification for these commands includes KK02TYPx, KK02TMFx, KK02MSKx, and KK02ADRx (Section 6.3.4.2.1) 


The next step is to define the execution profile.  The command KNK0C000 is used.  

This command requires two data words.  

The first data word represents the process ID (Table 6.9  Process Identifiers).  

The second data word represents the desired execution profile.

Example:
KNK0C000, 0017, 8000 defines execution profile of 1000000000 for 
min/max entry 7 (process ID 23)

Telemetry verification for this command is KK02XPRx.

The next step in the procedure is resetting the min/max monitor parameter.  The specified entry is reset (min value = FFFFh, max value = 0000h, OBT min = 0, OBT max = 0).  The command KNK3A000 performs this function and requires one data word.  The data word is the min/max entry number to be reset.

Example:
KNK3A000, 0007 resets min/max entry 7

Telemetry verification for this command is:
KK02MINx = FFFFh, KK02MAXx = 0, KK02MISx = 0, and KK02MASx = 0.

	Name
	Process Id
	No.  of processes

	ESRW
	1
	1

	ACU_ResetMon
	2
	1

	ESR_Mon
	3
	1

	ExpMon
	4
	1

	ExpOffPointing
	5
	1

	CRP_FlagMon
	6
	1

	HGA_Mon
	7
	1

	HGA_Nom
	8
	1

	HGA_Stat
	9
	1

	IIDE
	10
	1

	RW_SpeedMon
	11
	1

	HxFlagMon
	12
	1

	StartUpDld
	13
	1

	SubHeatMon
	14
	1

	TC_WD
	15
	1

	ThrusterMon
	16
	1

	MinMaxMon
	17..41
	25

	StdMon
	42..76
	35

	TR_ThmCtrl
	77..78
	2

	TR_ThmMon
	79..80
	2

	ThmCtrl
	81..180
	100

	ThmMon
	181..280
	100


Table 6.9  Process Identifiers

The final step is enabling the min/max entry.  The command KNK39ENA is used and requires one data word.  The data word is the min/max entry number to be enabled.

Example:
KNK39ENA, 0007 enables min/max entry 7

Telemetry verification for this command is KK02ENBx = ENABLED.

The second TSTOL procedure, k_mnmx_dis, disables one min/max entry.  The command KNK39DIS is used.  This command requires one data word.  The data word is the min/max entry number to be disabled.  

Example:
KNK39DIS, 0007 disables min/max entry 7

Telemetry verification for this command is KK02ENBx = DISABLED.

The TSTOL procedure k_mnmx_dump is used to dump and reset all the min/max monitoring channels.  The TSTOL procedure k_mnmx_load is used to reload min/max-monitoring entries after a warm or chilly startup.
6.3.4.3 
Group 3, Standard Monitoring Parameters

Group 3 contains 35 standard monitoring parameters.  Only 12 channels are downlinked at a time.  Three dumps are required in increments of 12 channels for a complete data collection in group 3.  The standard monitoring function allows parameter monitoring against a high and/or low limit, or an expected value, and to take a corrective action in case an anomaly is detected.  The monitoring of each parameter can be independently programmed, enabled, or inhibited.  The monitoring of an expected value is performed by setting the low limit equal to the high limit.  If the parameter is outside the limits for F (filter value) consecutive number of times, an anomaly is reported and the corrective action is performed, if enabled.  The monitoring of the anomalous parameter will be inhibited.  The corrective actions consists of triggering a command macro, which has been previously defined and uploaded to the spacecraft.

All standard monitoring functions with corrective actions may be enabled or disabled at three levels:  

· Standard Monitoring COBS function

· Individual standard monitoring channel

· Individual channel corrective action.

To view group 3, the TSTOL procedure k_gen_dump must be executed.  This procedure is a generic procedure for group dumps.  The command used is KNK20000 and requires two data words, the group identifier, and the index.  The index indicates the first entry to be dumped.

Example:
KNK20000, 0003, 0003 dumps group 3 starting with index 3.

The telemetry verification for this command is KKGROIDT = Group 3 and KKGROENT = x,  where x is equal to the decimal value of the second data word.  

The POCC display pages for group 3 are:

· k_grp3_stdmn1

· k_grp3_stdmn2

Table 6.10 describes the group 3 telemetry mnemonics.

	Mnemonic
	Description

	KK03XPRx
	Execution profile

	KK03TYPx
	Parameter type

	KK03ENBx
	Parameter enable status

	KK03ADRx
	Address (for memory parameters only)

	KK03TMFx
	Terminal field of interrogation (OBDH parameters only)

	KK03MSKx
	Mask

	KK03MINx
	Minimum threshold value

	KK03MAXx
	Maximum threshold value

	KK03FILx
	Filter value

	KK03MACx
	Macro identifier (for corrective action)

	(where x is 1 - C)
	


Table 6.10 Group 3 Telemetry

Standard monitoring parameters 1-30 definitions are described in Table 6.11.  

The TSTOL procedures for modifying the standard monitoring parameters are k_monit_dis, k_ld_mon_tbl, and k_stdmon_load.  Before defining standard monitoring, disable the entry being modified.  Disabling the standard monitoring entry is done with the procedure k_monit_dis.  The command KNK3CDIS is used and requires one data word.  The data word represents the standard monitoring entry to be disabled.


Example:
KNK3CDIS, 001Eh disables standard monitoring channel 30

Telemetry verification for this command is KK03ENBx = DISABLED.

The TSTOL procedure k_ld_mon_tbl defines and enables a standard monitoring channel.  The command KNK3B000 is used and nine data words are required.  The data word composition depends on the type of standard monitoring parameter to be defined.  There are two types of standard monitoring:  OBDH-bus acquisition (type 0) and memory location (type 1).  The first data word is the standard monitoring parameter entry number.  The second data word is the type (OBDH-bus acquisition - 0000h, memory location -  0001h).  The third and fourth data words are the terminal field of interrogation for an OBDH-bus acquisition.  The third data word is not used for a memory location.  The fourth data word is the memory location address of the desired parameter.  The remaining five data words are the same for both types.  The fifth data word represents the mask.  The mask defines the useful bits inside the acquisition or memory location.  A description of the mask definition is in Table 6.11.  The sixth data word is defined as the minimum threshold.  The seventh data word is the maximum threshold.  The eighth data word represents the filter value.  The ninth data word contains the macro number for corrective action.

Example:
KNK3B000, 001E, 0000, 0030, 0C04, 00FF, 000A, BCDE, 000B, 0009


KNK3B000, 001F, 0001, 0000, ABFD, FFFF, 000A, BCDE, 000B, 0009

Telemetry verification for these commands shown in Table 6.12 includes:

· KK03TYPx

· KK03TMFx

· KK03ADRx

· KK03MSKx

· KK03MINx

· KK03MAXx

· KK03FILx

· KK03MAC

The next step in this procedure is defining the execution profile.  The command KNK0C000 is used and requires two data words.  The first data word represents the process ID (Table 6.10).  The second data word represents the desired execution profile.

Example:
KNK0C000, 0017, 8000 defines execution profile of 1000000000 for min/max entry 7 (process ID 23)

Telemetry verification for this command is KK03XPRP.

The final step is enabling the standard monitoring entry.  The command KNK3CENA is used and requires one data word.  The data word is the standard monitoring entry number to be enabled.  

Example:
KNK3CENA, 001Eh enables standard monitoring entry 30

Telemetry verification for this command is KK03ENBx = ENABLED.

The default status of the standard monitoring parameters is INHIBIT.  The default status of the associated corrective action is also DISABLED.  The command to authorize the standard monitoring function is KNK0AAUT, 000E.  The telemetry verification is KKAFES0E = ST.MO.EN.  The command to authorize the standard monitoring channel is KNK3CENA.  The command KNK3DENA is used to authorize the corrective action.  One data word is required and is the standard monitoring entry number.  The telemetry verification is KKCAEIxx (where xx is 03-25h).

	Entry
	Type
	Mnemonic
	Mask
	Min
	Max
	Filter
	Macro
	Exec Prof
	Description

	1
	OBDH
	TT59
	FF
	003E
	00FF
	3
	11
	0000000001
	CAE temp

	2
	OBDH
	TT63
	FF
	0036
	00FF
	3
	12
	0000000010
	WDE temp

	3
	OBDH
	TT58
	FF
	0036
	00FF
	3
	13
	0000000100
	SRTU temp

	4
	OBDH
	TT60
	FF
	0036
	00FF
	3
	14
	0000001000
	ARTU temp

	5
	OBDH
	DTPRTUA
	FF
	003C
	00E7
	3
	15
	0000010000
	PRTU temp

	6
	OBDH
	TT67
	FF
	0036
	00FF
	3
	16
	0000100000
	AMPEA temp

	7
	OBDH
	TT00
	FF
	005E
	00FF
	3
	17
	0001000000
	TRC1 temp

	8
	OBDH
	TT03
	FF
	0036
	00FF
	3
	18
	0010000000
	TRC2 temp

	9
	OBDH
	TT51
	FF
	003E
	00FF
	3
	19
	0100000000
	HPA1 temp

	10
	OBDH
	TT52
	FF
	003E
	00FF
	3
	20
	1000000000
	HPA2 temp

	11
	OBDH
	ATWD01
	FF
	0030
	00E7
	3
	21
	0000000001
	WDE1 temp

	12
	OBDH
	ATWD02
	FF
	0030
	00E7
	3
	22
	0000000010
	WDE2 temp

	13
	OBDH
	ATWD03
	FF
	0030
	00E7
	3
	23
	0000000100
	WDE3 temp

	14
	OBDH
	ATWD04
	FF
	0030
	00E7
	3
	24
	0000001000
	WDE4 temp

	15
	OBDH
	TT68
	FF
	002E
	00FF
	3
	25
	0000010000
	CDMU temp

	16
	OBDH
	RSAPSCYN
	FFF8
	0A48
	CB98
	3
	26
	1111111111
	Y step counter +/- 29o

	17
	OBDH
	RSAPSCZN
	FFF8
	0A48
	CB98
	3
	27
	1111111111
	Z step counter +/- 29o

	18
	OBDH
	RSAPFSCN
	FE00
	0600
	6A00
	3
	28
	1111111111
	Fine sensor counter (Y) (+/- 28.7o)

	19
	OBDH
	RSAPFSCN
	00FE
	0006
	006A
	3
	29
	1111111111
	Fine sensor counter (Z) (+/- 28.7o)

	20
	OBDH
	QTR24
	FF
	0046
	00FF
	3
	30
	0000010000
	FSE TRP1

	21
	OBDH
	QTR25
	FF
	0061
	00FF
	3
	31
	0000100000
	FSE TRP2

	22
	OBDH
	TT20
	FF
	003E
	00FF
	3
	32
	0001000000
	SSU1 TRP temp

	23
	OBDH
	TT21
	FF
	003E
	00FF
	3
	33
	0010000000
	SSU2 TRP temp

	24
	MEM
	AKFSYSP/ AKFSZSP
	11
	11
	11
	4
	34
	1000000000
	FPSS Sun presence bits (address C17A)

	25
	MEM
	AKFSYSP/ AKFSZSP
	11
	11
	11
	4
	34
	1000000000
	FPSS Sun presence bits (address C0EE)

	26
	OBDH
	RTAPUHPN
	FF
	002A
	00E7
	3
	16
	0000010000
	APME Hot Point temp (N)

	27
	OBDH
	RTAPUHPR
	FF
	002A
	00E7
	3
	16
	0000100000
	APME Hot Point temp (R)

	28
	OBDH
	DTCDMA
	FF
	003C
	00E7
	3
	25
	0001000000
	CDMU A temp

	29
	OBDH
	DTCDMB
	FF
	003C
	00E7
	3
	25
	0010000000
	CDMU B temp

	30
	OBDH
	RSLOK1
	0080
	0080
	0080
	2
	36
	1000000000
	Receiver 1 lock status

	31
	OBDH
	RSLOK1
	0080
	0000
	0000
	000D
	0F
	1000000000
	Receiver 1 lock status

	32
	0BDH
	RSLOK2
	0080
	0080
	0080
	0004
	0E
	1000000000
	Receiver 2 lock status

	33
	MEM
	DKSSADMP
	0FFF
	0000
	0F80
	0004
	0012
	0100000000
	SSR Address

	34
	MEM
	DKSSADMP
	0FFF
	0000
	0FF9
	0004
	0013
	0100000000
	SSR Address


Table 6.11  Standard Monitoring Parameter Definitions

The triggered flag of each corrective action is available in the permanent part of the software packet.  The telemetry verification is given in telemetry mnemonics KKCATR03 thru KKCATR25.  The reporting of an anomaly detected by the standard monitoring function is available in the permanent part and in group 15.  The anomaly identifier is 008Ah.  The additional data is a standard monitoring entry identifier (2 bytes) and OBDH data or memory address (2 bytes).  

The consistency of the entry number, the macro identifier, the filter counter, the indicator of the type of monitoring, and the enable/disable are checked at TCM level execution.  The reporting of a command anomaly is available in the permanent part and in group 15.  The anomaly identifier is 0014h.

6.3.4.4  
Group 4, Memory Dump


The FOT uses the TSTOL procedures k_cdmu_mem and k_cdmu_mem_sp to dump CDMU memory.  In RAM mode, addresses from A000h to FFFFh may be accessed.  First, select group 4 for transmission in the programmable part of the software packet.  The command KNK20000 is used and requires two data words, the group identifier, and the index.  For group 4 the index is NOT used and the second data word is 0000h.  The last dumped address of COBS memory is retained between dumps.

Example:
KNK20000, 0004, 0000 dumps group 4.

The telemetry verification for this command is KKGROIDT = Group 4.  

The final step is selecting the memory address for the dump.  The command KNK2F000 is used and requires one data word, the start address of the memory dump.  The valid address range is from 0000h to FFFFh.  The group 4 dump contains 101 words beginning at the address specified by the command data word.  If the requested dump begins at an address larger than FF9Ah, the dump contains the next available data at the beginning of the memory (wrap around).

Example:
KNK2F000, 1234 dumps CDMU memory beginning at address 1234h.

The telemetry verification for this command is the mnemonic KK04ADR.  The value of this mnemonic is the data word transmitted in the command KNK2F000.  The system database (SDB) defines the mnemonic KK04DUMP to contain the 101 words of memory dumped.  However, the POCC software does NOT support telemetry mnemonics longer than 32 bits and this data cannot be displayed via KK04DUMP.  To facilitate viewing memory data, FOT-generated mnemonics were added.  The FOT created mnemonics are:

· KK04DAxx, where xx = 00 thru 99

· KK04D100

The POCC display pages for group 4 are k_grp4_gyfun and k_grp4_memdump.  

The command, KNK2F000, is repeated, until all desired memory has been dumped

The procedure k_cdmu_mem_sp dumps specific addresses of interest in the CDMU memory.  There are nine (9) different selections for dumping memory.  A brief description of the commands and the information dumped follows:

· Daily pulse
· Next daily pulse 



(KNK2F000, A523)

· Daily pulse period 


(KNK2F000, 0528)

· COMS backup parameters

(KNK2F000, AFC7)

· Macro offset table




(KNK2F000, 795F)


· ESR warning flag receivers and ESR frozen packets
· ESR warning flag receivers 
(KNK2F000, CE5B)

· Frozen packet SVM HK1 

(KNK2F000, B90C)

· Frozen packet SVM HK2 

(KNK2F000, BA0E)

· Frozen packet SVM HK3 

(KNK2F000, BB34)

· Frozen packet SVM HK4 

(KNK2F000, BCB8)

· Frozen packet AOCS HK1 
(KNK2F000, BF57)

· Frozen packet AOCS HK2
(KNK2F000, C187)

· Thruster monitoring parameters
· Thruster monitoring limits 
(KNK2F000, D8A1)

· # formats summation used
(KNK2F000, D8B1)

· Thruster increments 


(KNK2F000, D850)

· Last thruster increment index (KNK2F000, D8A0)

· Time tag buffer
· Time tag buffer 



(KNK2F000, A815)

· First free entry 



(KNK2F000, ABFE)

· PDU verification status


(KNK2F000, AFCO)

· Gyroless parameters



(KNK2F000, FC05)

· The gyroless parameters are located at addresses FC00 – FC12.

· Only addresses FC05 – FC12 are of interest.

· Addresses for gyroless parameters:


· FC00
address to initialize gyroless parameters

· FC01
address to enable/disable corrective action for ACU reset monitoring

· FC02
address to enable/disable corrective action for CRP flag monitoring

· FC03
address to enable/disable corrective action for reaction wheel (RW) speed monitoring

· FC04
address to enable/disable corrective action for Hx flag monitoring

· FC05
filter value for ACU reset monitoring

· FC06
filter value for CRP flag monitoring

· FC07
filter value for RW speed monitoring

· FC08
RW1 minimum speed threshold

· FC09
RW2 minimum speed threshold

· FC0A
RW3 minimum speed threshold

· FC0B
RW4 minimum speed threshold

· FC0C
RW1 maximum speed threshold

· FC0D
RW2 maximum speed threshold

· FC0E
RW3 maximum speed threshold

· FC0F
RW4 maximum speed threshold

· FC10
filter value for Hx flag monitoring

· FC11
filter value for experiment OFF pointing

· FC12
set of experiments to receive off-pointing warning message

· Intermittent record parameters

KNK2F000, FC40

6.3.4.5 
Group 5, Memory Test Report


Group 5 contains up to 15 memory addresses containing data that failed during testing.  The TSTOL procedure k_ndmemtst performs a non-destructive test of the CDMU memory.  The command for executing a memory test is KNK2D000 and requires three data words:  start address for memory test, end address for memory test, and test pattern.

Example:
KNK2D000, 0000, FFFF, AAAA performs a non-destructive memory test from address 0000h to address FFFFh using test pattern AAAAh. For each location in the specified area the following is performed:

· Disable interrupts

· Save contents

· Write pattern

· Read location and check value

· Restore contents

· Enable interrupts

For locations where the value read does NOT agree with the pattern, the address and actual contents are reported in group 5.  Some restrictions apply to this command.  The area where the code of the MemTest module resides must NOT be tested (in case of RAM mode).  It is NOT recommended to test an area where a buffer for DMA transfer resides.  The DMA operation could interfere with the test and result in errors and/or clobbered output.  This command may take several seconds to execute.  Each second up to 100 locations are tested.  The information in group 5 is updated continuously while the test is in progress.

To view group 5, the TSTOL procedure k_gen_dump must be executed.  This is a generic procedure for group dumps.  The command KNK20000 is used and requires two data words, the group identifier, and the index.  For group 5 the index is not used and the second data word will be 0000.  

Example:
KNK20000, 0005, 0000 dumps group 5.

The telemetry verification for this command is KKGROIDT = Group 5.  The POCC display page for group 5 is k_grp5_memtst.  The memory addresses appear in the mnemonics KK05ADRx (where x is 1h to Fh).  The data contained in each failed memory address appear in the mnemonics KK05DATx (where x is 1h to Fh).

6.3.4.6 
Group 6, Context Memory Dump

The TSTOL procedure k_ductxmem dumps context memory.  Select group 6 for transmission in the programmable part of the software packet.  The command KNK20000 is used and requires two data words, the group identifier, and the index.  For group 6 the index is not used and the second data word is 0000h.  

Example:
KNK20000, 0006, 0000 dumps group 6.

The telemetry verification for this command is KKGROIDT = Group 6.  

A second procedure, k_ctx_mem_sp, exists for dumping specific addresses.  These include:

· Anomaly counter

· Anomaly log

· Last anomaly

· Last execution acknowledge

· Execution acknowledge counter

· Last execution denial

· Execution denial counter.

Select the portions of memory to be dumped.  The command KNK33000 is used and requires three data words.  The first data word is the context memory bank to be dumped (bank 0 - 0000h, bank 1 - 0001h).  The second data word is the index of the first byte in the area to dump.  The third data word is the index of the last byte in the area to dump.  Valid ranges for these data words are 0000h to 0FFEh.  The group 6 dump will contain 100 bytes beginning at the second data word.  

Example:
KNK33000, 0000, 0000, 0FFE dumps bank 0 of context memory at address 0000.
KNK33000, 0001, 0000, 0FFE dumps bank 1 of context memory at address 0000.

If the requested dump is larger than 100 bytes, only the first 100 bytes are dumped.  If the requested dump is less than 100 bytes, group 6 is padded with zeroes.  If an odd number of bytes are requested, an extra byte is dumped.  COBS attempts to execute this command even if the RMS is suspected to be not healthy.  If the RMS is indeed unhealthy, this command may generate error messages when RMS access is attempted.

The POCC display page for group 6 is k_grp6_ctxmem.  The first telemetry verification for this command is the mnemonic KK06BNK.  This mnemonic represents the bank of context memory being dumped.  The mnemonic value is set by the first data word transmitted in the command KNK33000.  The second telemetry verification for this command is KK06BEG.  This mnemonic represents the beginning address for the context memory dump.  The mnemonic value is set by the second data word transmitted in the command KNK33000.  The SDB defines the mnemonic KK06GEN to contain the 100 bytes of memory dumped.  The POCC software does NOT support telemetry mnemonics longer than 32 bits and group 6 data cannot be displayed via normal means.  To view group 6 raw data, use the TSTOL directive PKTDUMP or DMPIMG.  Continue to use the command, KNK33000, until all desired memory has been dumped.

The procedure k_ctx_mem_sp dumps specific addresses in the context memory.  The first selection in the procedure k_ctx_mem_sp is the anomaly counter.  The command for this DUMP is KNK33000, 000x, 010F, 0172 where x is the bank number desired.  The telemetry mnemonic representing the anomaly counter is KK06ANOC.

The second selection in the procedure is the anomaly log.  The command for this DUMP is KNK33000, 000x, 0110, 0173 where x is the bank number desired.  The telemetry mnemonics for the anomaly table include:

· KK06ANIy represents the anomaly identifier of entry y. 
(y  = 1h to Ah)

· KK06ANSy represents the anomaly time of entry y.


(y = 1h to Ah)

· KK06ANAy represents the additional data of entry y.

(y = 1h to Ah)

The third selection in the procedure is the last anomaly (most recent anomaly).  The command for this DUMP is KNK33000, 000x, 0174, 01D7 where x is the bank number desired.  The telemetry mnemonics for the last anomaly include:

· KK06LANS represents the anomaly time of the last anomaly.

· KK06LANI represents the last anomaly identifier.

The fourth selection in the procedure is the last command execution and denial data.  The command for this DUMP is KNK33000, 000x, 079E, 0801, where x is the bank number desired.  The telemetry mnemonics include:

· KK06LETN
last executed TCM name

· KK06LETO
last executed TCM OBT

· KK06EXCO
executed TCM counter

· KK06LDTN
last denied TCM name

· KK06LDTO
last denied TCM OBT

· KK06DECO
denied TCM counter

6.3.4.7 
Group 7, Context Memory Test Report

Group 7 contains memory indices and data that failed during testing of the context memory.  Group 7 contains 15 entries.  Unused entries are filled with zeroes.  The TSTOL procedure k_ndctxtst performs a non-destructive test of the context memory.  The command KNK32000 is used for executing a memory test and requires four data words.  The first data word is the context memory bank to be tested (bank 0 - 0000h, bank 1 - 0001h).  The second data word is the index of the first byte in the area to test.  The third data word is the index of the last byte in the area to test.  Valid ranges for second and third data words are 0000h to 0FFEh.  The fourth data word is the test pattern to be used.  Only the last 8 bits of the test pattern word are used.

Example:
KNK32000, 000x, 0000, 0FFE, 00AA, where x is the bank number desired 

The above Example performs non-destructive test of context memory from address 0000h to 0FFEh using test pattern 00AAh.  For each location (byte) in the specified area the following is performed:

· Save original contents

· Write pattern

· Read location and check value

· Restore contents

For locations where the value read does NOT agree with the pattern, the address and actual contents of are reported in group 7.  Some restrictions apply to this command.  This command may take several seconds to execute.  Up to 100 bytes are tested each second.  The report in group 7 is updated continuously while the test is in progress.  COBS attempts to execute this command even if the RMS is suspected to be not healthy.  If the RMS is indeed unhealthy, this command may generate error messages when RMS access is attempted.

To view group 7, the TSTOL procedure k_gen_dump must be executed.  This is a generic procedure for group dumps.  The command KNK20000 is used and requires two data words, the group identifier, and the index.  For group 7, the index is not used and the second data word will be 0000h.  

Example:
KNK20000, 0007, 0000 dumps group 7.

The telemetry verification for this command is KKGROIDT = Group 7.  The POCC display page for group 7 is k_grp7_ctxtst.  The indices appear in the mnemonics KK07INXx where x is 1h thru Fh.  The data contained in each address appears in the mnemonics KK07DATx where x is 1h thru Fh.

6.3.4.8  
Group 8, Execution Acknowledge Table

Group 8 contains the last 100 executed TC message names and times of execution.  Only 34 entries can be downlinked at a time.  Three dumps are required in increments of 34 are required for a complete data collection in group 8.

To view group 8, the TSTOL procedure k_gen_dump must be executed.  This is a generic procedure for group dumps.  The command KNK20000 is used and requires two data words, the group identifier, and the index.  The index indicates the first entry to be dumped.

Example:
KNK20000, 0008, 0030 dumps group 8 starting with index 48

The telemetry verification for this command is

· KKGROIDT = Group 8

· KKGROENT = x (where x is equal to the decimal value of the second data word).

The POCC display page for Group 8 is k_grp8_exetable.  The message names are contained in the mnemonics KK08NAxx, where xx is 00 to 33.  The time of execution is in the mnemonics KK08SExx and OKK08SExx, where xx is 00 to 33.  The KK08SExx mnemonics contain the raw hexadecimal values for the time.  OKK08SExx mnemonics contain the converted times in YY-DDD-HH:MM:SS format.

6.3.4.9 Group 9, Execution Rejection Table

Group 9 contains the last 10 rejected TC message names and times of rejection.  The first entry in group 9 is the most recent entry.  To view group 9, the TSTOL procedure k_gen_dump must be executed.  This is a generic procedure for group dumps.  The command KNK20000 is used and requires two data words, the group identifier, and the index.  For group 9, the index is NOT used and the second data word will be 0000h.

Example:
KNK20000, 0009, 0000 dumps group 9.

The telemetry verification for this command is KKGROIDT = Group 9.  The POCC display page for group 9 is k_grp9_rejtable.  The message names are contained in the mnemonics KK09NAMx, where x is 0 to 9.  The time of rejection is in the mnemonics KK09SECx and OKK09SECx (where xx is 0-9).  The KK09SECx mnemonics contain the raw hexadecimal values for the time.  OKK09SECx mnemonics contain the converted times in YY-DDD-HH:MM:SS format.

6.3.4.10  
Group 10, Macro Command Table

Group 10 contains 45 macro command sequences.  Only one macro is dumped at a time and therefore 45 dumps of group 10 are required to totally retrieve the macro data.

A macro command is a sequence of commands, which is stored under a unique identifier, for later reference and execution.  Macro commands can be triggered either from ground via a special TCM or an onboard monitoring function.  After being triggered, the macro command remains in memory and can be triggered repeatedly.  Extended high power commands must be last in the macro so that the sequence of interrogations can be preserved.

6.3.4.10.1  
 Group 10, Macro Command Table Dumps

To view group 10, the TSTOL procedure k_gen_dump must be executed.  This is a generic procedure for group dumps.  The command KNK20000 is used and requires two data words, the group identifier, and the index.  The index indicates the macro to be dumped.

Example:
KNK20000, 000A, 0001 dumps group 10, macro 1.

The telemetry verification for this command is:

· KKGROIDT = Group 10

· KKGROENT = x (where x is equal to the decimal value of the second data word).

The SDB defines the mnemonic KK10GRP to contain the macro command.  The POCC software does not support telemetry mnemonics longer than 32 bits.  Group 10 data can be viewed in the directory /home/soho/ops/output/macros.  The file names are MACRO0xx.DMP (where xx is the macro number 00 thru 45).

6.3.4.10.2 
 Macro Command Table Definitions

The TSTOL procedure k_ld_mac_buf defines a macro command.  The command KNK18000 is used.  2n+1 data words are required, where n is the number of OBDH commands in the macro.  The first data word is the macro identifier.  The remaining data words are defined as pairs.  Each pair is the terminal field of interrogation for the OBDH commands to be placed in the macro command sequence.

Example:
KNK18000, 0001, 00E8, 0214, 00E8, 0213, 00E8, 0212, 00E8, 0211, 00E8, 0210

If the provided sequence is too long to fit into the available space for the specified macro, then an anomaly is generated and the definition will NOT take effect.  The command is however, deemed accepted.  If a macro command contains more than 20 EHP commands then the macro may result in a buffer overflow when triggered.  This means that not all EHP commands will be executed.  Typically a CMS load is used for uploading macro commands.

6.3.4.10.3  
Macro Command Table Execution

The TSTOL procedure k_macr_exec is used to execute a macro.  The command KNK19000 is used and requires one data word.  The data word is the macro command identifier.  

Example:
KNK19000, 000A will execute macro #10

6.3.4.11 
Group 11, Command List Description

Group 11 contains the command list.  A command list is a pre-defined sequence of commands.  Triggering the command list causes all the commands to be executed and cleared.  If there are EHP commands in the command list, they must be last in order that the sequence of interrogations is preserved.  

6.3.4.11.1  
Command List Dumps

To view group 11, the TSTOL procedure k_gen_dump must be executed.  This is a generic procedure for group dumps.  The command KNK20000 is used and requires two data words, the group identifier, and the index.  For group 11, the index is NOT used and the second data word will be 0000.

Example:
KNK20000, 000B, 0000 dumps group 11

The telemetry verification for this command is KKGROIDT = Group 11.  The POCC display page for group 11 is k_grp11_cmdlist.  The SDB defines the mnemonic KK11GRP to contain the command list.  The POCC software does NOT support telemetry mnemonics longer than 32 bits and group 11 data cannot be displayed via normal means.

6.3.4.11.2 
Command List Definitions

The TSTOL procedure k_ld_cmd_lst is used for defining a command list.  The command KNK1A000 is used and 2n data words are required where n is the number of OBDH commands in the command list.  The data words are defined in pairs.  Each pair is the terminal field of interrogation for the OBDH commands to be placed in the command list.

Example:
KNK1A000, 00E8, 0214, 00E8, 0213, 00E8, 0212, 00E8, 0211, 00E8, 0210

If the provided sequence is too long to fit into the available space for the command list, an anomaly is generated and the definition will not take effect, however, the command is deemed accepted.  

The command list is not used operationally.

6.3.4.11.3 
Command List Execution

The procedure to execute the command list is k_cmd_lst_exec.  The command to execute the command list is KNK1B000.  This command has no data words.  If the command list is empty when the command is executed an anomaly is reported.  The command will NOT take effect, however, the command is deemed accepted.

6.3.4.12 Group 12, OBDH Block Command Rejection Table

Group 12 contains the last thirty rejected OBDH blocks.  The data sent includes the user, the header, the length, and time of rejection.  This table is circular meaning that the oldest entry is NOT necessarily first or last in the table.  To view group 12, the TSTOL procedure k_gen_dump must be executed.  This is a generic procedure for group dumps.  The command KNK20000 is used and requires two data words, the group identifier, and the index.  For group 12, the index is NOT used and the second data word will be 0000.

Example:
KNK20000, 000C, 0000 dumps group 12.

The telemetry verification for this command is KKGROIDT = Group 12.  There are two POCC display pages for group 12.

· k_grp12_obdhrej

· k_grp12_obdhrej_raw.

Both pages contain the user name in mnemonics KK12USxx, where xx is 01 to 30.  Both pages contain the command headers in mnemonics KK12CMxx, where xx is 01 to 30.  Both pages contain the command header lengths in mnemonics KK12LGxx. where xx is 01 to 30.  The k_grp12_obdhrej_raw page contains the raw hexadecimal values of the time for each OBDH rejection in mnemonics KK12SExx, where xx is 01 to 30.  The k_grp12_obdhrej page contains the ground converted mnemonics, where xx is 01 to 30 displays the times in YY-DDD-HH:MM:SS format.

6.3.4.13 Group 13, HGA-APME Nominal Control Table
Group 13 contains the HGA-APME nominal control table.  It contains 30 entries.  Only 25 entries may be downlinked at a time.  Two dumps of Group 13 are required to totally retrieve it.  This control table is used to control HGA-APM movements in normal mode.  In order to compensate for the slow and predictable movements of the center of the Earth with respect to spacecraft HGA antenna bore-sight pointing orientation, it is a function dedicated to time-tagged movements of HGA-APM to keep the antenna earth pointed for maximum signal strength.  Due to the HGA Z-axis failure, the Z-axis movements are set to zero.

The function uses a table of time-tagged movements with sufficient data for the required autonomy period (48 hours).  The table can hold up to thirty entries, with the following data:

· OBT time tag (2 words long, with LSB = 1 second)

· APME Y-axis command (1 word representing the APME memory load data)

· APME Z-axis command.

The function runs cyclically every 10 seconds and looks for an entry with an elapsed OBT.  If one (or more) is found, it sends the Y command memory load to the APME and checks that the memory load has been correctly received and the Y-axis is NOT "busy".  In case of incorrect memory load reception or busy bit, the memory load is sent a second time with the same checking.  If this second transmission fails, an anomaly message is generated.  If the first or second transmission passes all checks, an APME execute Y command is sent to trigger the movement.  The same process is applied to Z-axis commands.  In addition, without checking results, the function updates the expected HGA-APME position used by the HGA monitoring function.

This function is used at all times when the HGA is used except:

· HGA deployment and initialization

· Keyhole periods

· Spacecraft roll maneuvers.

To view group 13, the TSTOL procedure k_gen_dump must be executed.  This is a generic procedure for group dumps.  The command KNK20000 is used and requires two data words, the group identifier, and the index.  The index is defined as the first entry in the dump.

Example:
KNK20000, 000D, 0001
dumps group 13 starting with entry 1.

The telemetry verification for this command is:

· KKGROIDT = Group 13

· KKGROENT = x , where x is equal to the decimal value of the second data word.  

The POCC display page for group 13 is k_grp13_hgactrl.

Table 6.12 describes the group 13 telemetry mnemonics.

	Mnemonic
	Description

	KK13SExx
	Time tag of the APME command (OBT seconds)

	KK13Yxx
	Y-axis command for APME

	KK13Zxx
	Z-axis command for APME

	(where xx is 00 - 24 decimal)
	


Table 6.12  Group 13 Telemetry

The TSTOL procedure for defining the HGA-APME nominal control table is r_apm_nom_mod.  First, the procedure verifies/inhibits the HGA-APME station-keeping and nominal control functions.  The commands KNK0AINH, 0000 and KNK0AINH, 0008 are used.  The telemetry verifications are:  KKAFES00 = HG.ST.IN and KKAFES08 = HG.NO.IN.  Next, any remaining entries in the on-board table are deleted.  The command KNK45000 is used and requires 2n data words, where n is the number of table entries to be deleted.  The data words are the OBT of the movement to be deleted.  An attempt to define a new entry when the table is already full causes an anomaly to be reported for each failing entry.  The table definition command can be partially successful if the table becomes full during execution.  An attempt to delete non-existing entries cause a COBS software anomaly, 91h, for each failed entry.  The delete command, however, is deemed accepted regardless of the success of the command deletion.  Telemetry verification for this command is the shown on TSTOL page k_grp13_hgactrl.  The fourth step is defining the nominal control table.  The command KNK44000 is used, and requires 4n data words, where n is the number of entries to be defined.  

The data words are defined in groups of four:


· First two words are the OBT in seconds

· Third data word is the Y-axis command

· Fourth data word is the Z-axis command.

The format for the Y-axis and Z-axis commands is provided in Figure 6.13.

Telemetry verification is provided through mnemonics in Table 6.12
This nominal control table is typically uplinked as a command load.  Finally, the nominal control function is enabled.  The final step is the enabling of the nominal control function.  The command KNK0AAUT, 0008 is used.  The telemetry verification is KKAFES08 = HG.NO.EN.

6.3.4.14 Group 14, HGA-APME Station Keeping Table

Group 14 contains the HGA-APME station-keeping table.  It contains 361 entries.  However, only 51 are downlinked at a time.  Eight dumps of group 14 are required to totally retrieve it.  This function was used to control HGA-APM movements during a spacecraft roll maneuver.  It uses the roll information provided by AOCS and a table defining HGA movements as a function of roll angle from 0 to 360 degrees by step of 1 degree each.  Since the APM Z-axis motor failure, this function is NOT used operationally.

[image: image14.wmf]
POS =
Number of steps (bit 0 = MSB, bit 8 = LSB)


(1 step = 0.009375o)

NSD =
Negative step direction


0 => Positive


1 => Negative

IMD =
Initialization mode


0 => Repointing


1 => Initialization

HSR =
High step rate


0 => 0.1 Hz


1 => 100 Hz

IDP =
Inhibit driver protection


0 => Archive


1 => Inhibit

ISL =
Inhibit stop limits


0 => Active


1 => Inhibit

IZA =
Inhibit Z-axis when Y-axis is out of range


0 => Active


1 => Inhibit

ZAC =
Axis Selection


0 => Y-axis


1 => Z-axis
Figure 6.13  Format of APME command

6.3.4.15 Group 15, Anomaly Table

Group 15 is the nominal selection for the programmable part of the software packet.  Investigate the anomaly table immediately upon receiving telemetry from the spacecraft.  A software anomaly is indicated by a red ON white message in the event window.  In addition a delta red limit violation for the COBS anomaly counter KKANOCNT and a configmon violation for KKANOCNT will occur.  The anomaly reported in events is not from group 15.  It is from the last anomaly telemetry in the permanent part of the software packet.  Use the page k_grp15_anomtbl to view the anomalies.  If an anomaly has occurred, determine the cause and make appropriate notifications.  

Group 15 contains 50 anomaly entries including:  identifier, time, and additional data.  Only twenty are downlinked at a time.  Three dumps of group 15 are required to totally retrieve the anomaly table.  Entry #1 in group 15 is the oldest entry.  The anomaly table is full at 50 entries.  No other entries are recorded because the table becomes locked until cleared.  The anomaly counter is locks when 255 (FFh) is reached.

6.3.4.15.1 
Anomaly Table Dumps

To view group 15, the TSTOL procedure k_gen_dump must be executed.  This is a generic procedure for group dumps.  The command KNK20000 is used and requires two data words, the group identifier, and the index.  The index indicates the first entry to be dumped.

Example:
KNK20000, 000F, 0015 dumps group 15 starting with index 21.

The telemetry verification for this command is:

· KKGROIDT = Group 15 

· KKGROENT = x, where x is equal to the decimal value of the second data word.

The POCC display page for group 15 is k_grp15_anomtbl.  The anomaly identifiers are contained in the mnemonics KK15IDxx where xx is 00 to 19).  A list of anomaly identifiers is included in Table 6.13  Anomaly ID Descriptions
The OKK15SExx (where xx is 00 to19) mnemonics contain the converted time of each anomaly, which are displayed in the YY-DDD-HH:MM:SS format.  There are five additional mnemonics per anomaly.  They are OKK15ADxx_y, where xx is 00 to 19, and y is 0 to 4.  These mnemonics display the addition information given for every anomaly.  See Part 7, Issue 9, section 9.4 of R.D. 18 for more information. 

6.3.4.15.2 
Anomaly Table Clearing and Anomaly ID Descriptions

The anomaly table can be cleared with the command KNK0D000.  This command does not require any data words.  The command clears and unlocks the anomaly table, clears the last anomaly entry (permanent part), and sets the anomaly counter to 0.  The TSTOL procedure for clearing the anomaly table is k_clr_anom.  The FOT clears the anomaly table whenever KKANOCNT is greater than 40 or by OE direction.  When the anomaly table is cleared, the TPOCC software generates a red on white "NO ANOMALY" message display that looks like a software anomaly.

	ID
	Anomaly
	Description

	01H
	<<OBDH_Trf1stFail>>
	Error during block acquisition (DMA)

	02H
	<<OBDH_Trf2ndFail>>
	Two errors during block acquisition within same major frame (DMA)

	03H
	<<OBDH_XIO1stFail>>
	OBDH bus error (XIO)

	04H
	<<OBDH_XIO2ndFail>>
	OBDH bus error after retry (XIO)

	05H
	<<OBDH_BlkErr>>
	OBDH block command not acknowledged by receiver

	06H
	<<TC_UnExpMode1>>
	Unexpected mode 1 frame (within block)

	07H
	<<TC_UnExpMode2>>
	Unexpected mode 2 frame (within block)

	08H
	<<TC_UnExpMode3>>
	Unexpected mode 3 frame (within block)

	09H
	<<TC_UnExpMode4>>
	Unexpected mode 4 frame (within block, mode 5 or 6 expected)

	0AH
	<<TC_UnExpMode5>>
	Unexpected mode 5 frame (not within block)

	0BH
	<<TC_UnExpMode6>>
	Unexpected mode 6 frame (not within block)

	0CH
	<<TC_TimeOut>>
	Time-out between frames in block

	0DH
	<<TC_Overflow>>
	Too many frames within block

	0EH
	<<TC_InvalidFrame>>
	Invalid TC frame

	0FH
	<<TC_SC_IdErr>>
	Erroneous S/C identifier in block header

	10H
	<<TC_LenErr>>
	Number of frames in block does not agree with block length

	11H
	<<TC_ChecksumErr>>
	Checksum verification of block failed

	12H
	<<TC_NS_Err>>
	Incorrect block sequence count

	13H
	<<TC_PartitionErr>>
	Block not possible to partition into messages

	14H
	<<InvalidTCM>>
	TCM not possible to interpret

	15H
	<<UnrecTCM_Typ>>
	Unrecognized TCM type

	16H
	<<TCM_BadTTF>>
	Illegal value of time-tag flag

	17H
	<<CmdLstEmpty>>
	Attempt to trigger command list when empty

	18H
	<<CmdLstLenErr>>
	Attempt to define too long macro

	19H
	<<MacroIdDefErr>>
	Attempt to define macro with nonexistent macro ID

	1AH
	<<MacroIdRetErr>>
	Attempt to trigger macro with nonexistent macro ID

	1BH
	<<MacroLenErr>>
	Attempt to define too long macro

	1CH
	<<TC_IF_Stuck>>
	Hardware signal error

	1DH
	<<TT_Detention>>
	Execution of time-tagged command delayed more than 2 seconds


Table 6.13  Anomaly ID Descriptions

	ID
	Anomaly
	Description

	1EH
	<<TT_TCM_NotFound>>
	Time-tagged command not found

	1FH
	<<TT_TCM_Q_Full>>
	Time-tagged command queue full

	20H
	<<ImmTCM_Q_Full>>
	Immediate TCM queue full

	21H
	<<DP_InvalidOBT>>
	Invalid time for next daily pulse specified in TCM

	22H
	<<RMS_TestErr>>
	RMS pre-toggle test failed

	23H
	<<OBT_DistrOverRun>>
	OBT distribution not completed within 2 seconds before next BCP1

	24H
	<<PDU_VerErr>>
	PDU command verification failed

	25H
	<<MachineErr>>
	Machine error interrupt occurred

	26H
	<<UnExpInt>>
	Unexpected interrupt occurred

	27H
	<<ProcDetention>>
	Process execution started one slot too late

	28H
	<<ProcFatalDetention>>
	Process execution started two or more slots late

	29H
	<<ProcOverRun>>
	Process execution has crossed slot boundary

	2AH
	<<ProcFatalOverRun>>
	Process execution has crossed two slot boundaries

	2BH
	<<RTU_PowerQ_Full>>
	Overflow in queue of pending (E)HP commands

	2CH
	<<APME_CmdErr>>
	Error when commanding APME

	2DH
	<<USO_Err>>
	OBT register has not been incremented between software cycle ticks

	2EH
	<<OBDH_BlkQ_Full>>
	OBDH block command queue full

	83H
	<<ESRW>>
	ESR detected by ESR warning flag function

	84H
	<<ESR_Mon>>
	ESR detected by ESR monitoring function

	85H
	<<ExpMon>>
	LCL relay in unexpected position

	86H
	<<GyroMon>>
	Gyro temperature outside limits

	87H
	<<HGA_Mon>>
	HGA position outside allowed window

	89H
	<<RAAD_Mon>>
	RAAD anomaly detected

	8AH
	<<StdMon>>
	Parameter outside limits detected by Standard Monitoring Function

	8BH
	<<SubHeatMon>>
	LCL relay of substitution heater in unexpected position (ON)

	8CH
	<<TC_WD>>
	TC watchdog time-out

	8DH
	<<TR_ThmMon>>
	TR temperature outside limits

	8EH
	<<ThmMon>>
	Temperature outside limits

	8FH
	<<ThrusterMon>>
	Thruster increment above limit>>

	90H
	<<HGA_NomFull>>
	Table for HGA-APME nominal control is full

	91H
	<<HGA_NomAbsent>>
	Entry to delete in table for HGA-APME nominal control not found

	93H
	<<ACU_ResetMon>>
	ACU reset detected (gyroless)

	94H
	<<CRP_FlagMon>>
	CRP flag detected (gyroless)

	95H
	<<RW_SpeedMon>>
	RW speed outside limits (gyroless)

	96H
	<<Hx_FlagMon>>
	Hx flag detected (gyroless)

	97H
	<<ExpOffPointing>>
	Experiment off-pointing warning (gyroless)


Table 6.13  Anomaly Descriptions (continued)

6.3.4.16 
Group 16, Thermal Monitoring/Control Parameters

Group 16 contains parameters for 100 thermal circuits.  Only fourteen channels are downlinked at a time.  Eight dumps are required to dump the entire group.  To view group 16, the TSTOL procedure k_gen_dump must be executed.  This is a generic procedure for group dumps.  The command KNK20000 is used and requires two data words, the group identifier, and the index.  The index indicates the first circuit to be dumped.

Example:
KNK20000, 0010, 0001 dumps group 16 starting with index 1.

The telemetry verification for this command is KKGROIDT = Group 16 and KKGROENT = x,
where x is equal to the decimal value of the second data word.

The POCC display pages for group 16 are:

· k_grp16_thc

· k_grp16_thm

· k_grp16_th_stat

· k_grp16_tmtc01

· k_grp16_tmtc23

· k_grp16_tmtc45

· k_grp16_tmtc67

· k_grp16_tmtc89

· k_grp16_tmtcab

· k_grp16_tmtccd

	Mnemonic (where x is 0 - Dh)
	Description

	KK16MEPx
	Thermal monitoring execution profile

	KK16CEPx
	Thermal control execution profile

	KK16CFTx
	Thermal Control filter (0..15)

	KK16MFTx
	Thermal Monitoring filter (0...15)

	KK16CMDx
	Thermal Control mode (0 = Mode 1, 1 = Mode 2)

	KK16CENx
	Thermal Control Status (0 = Disable, 1 = Enable)

	KK16MENx
	Thermal Monitoring Status (0 = disable, 1 = enable)

	KK16HTRx
	Heater (0 = heater A [nominal], 1 = heater B [redundant])

	KK16CTHx
	Thermal Control thermistor (0 = Thermistor A [nominal], 1 = Thermistor B [redundant])

	KK16MTHx
	Thermal Monitoring thermistor (0 = Thermistor A [nominal], 1 = Thermistor B [redundant])

	KK16HTAx
	Nominal Heater Status (0 = OFF, 1 = ON)

	KK16HTBx
	Redundant Heater Status (0 = OFF, 1 = ON)

	KK16PHAx
	Phase for Heater A (0...9)

	KK16DCAx
	Duty cycle for Heater A (0...10)

	KK16PHBx
	Phase for Heater B (0...9)

	KK16DCBx
	Duty cycle for Heater B (0...10)

	KK16T1x
	Thermal Control low temperature limit T1 (0...255)

	KK16T2x
	Thermal Control high temperature limit T2 (0...255)

	KK16T3x
	Thermal Monitoring low temperature limit (0...255)

	KK16T4x
	Thermal Monitoring high temperature limit (0...255)

	The temperature limits (T1, T2, T3, and T4) are all expressed as raw values.


Table 6.14  Group 16 Telemetry

Table 6.14 describes group 16 mnemonics.

The TSTOL procedures for modifying thermal monitoring/control parameters are:

k_thc_ena

k_thc_dc_adj

k_thc_dis

k_thm_ena

k_thm_di

6.3.4.16.1 
Thermal Control

The TSTOL procedure k_thc_ena is used for defining/enabling the control for one of the 100 thermal channels.  The first step in the procedure is to ensure that thermal control and thermal monitoring functions are enabled.  In addition, the corrective action for thermal monitoring should be enabled.  A check is also made to ensure the channel to be modified is NOT currently enabled for COBS thermal control.  If thermal control for the channel is enabled, the command KNK52DIS is used to disable the channel.  One data word is required representing the channel number to be disabled.

Example:
KNK52DIS 0064

The telemetry verification for this command is KK16CENx.  The next step in the procedure is defining thermal control parameters.  The command KNK53000 is used and requires six data words.  The first data word is the circuit number (1-100).  The second data word indicates the heater to be used (0000h – nominal, FFFFh – redundant).  The third data word indicates which thermistor will be used for mode 1 thermal control (0000h – nominal, FFFFh – redundant).  The fourth data word contains the minimum temperature, T1, for mode 1 control.  The fifth data word contains the maximum temperature, T2, for mode 1 control.  The fourth and fifth data words are input with raw counts, not EU-converted temperatures.  The sixth data word contains the filter value for mode 1 control.  For mode 2 control, the third, fourth, fifth, and sixth data words are 0000h, as they have no meaning in this mode.  Upon receipt of this command, the thermal control function will switch OFF the heater for the channel being defined.  This is to ensure a heater will not remain ON for an indefinite time.  

Example:
KNK53000, 0064, 0000, FFFF, 000A, 00FF, 0003

The telemetry verification for this command includes: 

· KK16HTRx
data word 2

· KK16CTHx
data word 3

· KK16T1Cx
data word 4

· KK16T2Cx
data word 5

· KK16CFTx
data word 6.

The next step in the procedure is defining the thermal control mode for this channel.  The command KNK54000 is used and two data words are required.  The first data word contains the circuit number.  The second data word indicates the desired thermal control mode 
(0000h – mode 1, FFFFh – mode 2).

Example:
KNK54000, 0064, 0000

The telemetry verification for this command is KK16CMDx.

The next step in the procedure is defining duty cycles for thermal control.  The command KNK55000 is used and five data words are required.  The first data word is the thermal circuit.  The second data word indicates the phase, i.e., the slot (0 - 9) when the nominal heater is switched ON.  The third data word contains the duty cycle for the nominal heater, i.e. the number of slots the nominal heater is ON.  The fourth data word indicates the phase, i.e., the slot (0 - 9) when the redundant heater is switched ON.  The fifth data word contains the duty cycle for the redundant heater, i.e. the number of slots the redundant heater is ON.

Example:
KNK55000, 0064, 0005, 0005, 0005, 0005

The telemetry verification for this command includes:

· KK16PHAx
data word 2

· KK16DCAx
data word 3

· KK16PHBx
data word 4

· KK16DCBx
data word 5.

The next step in the procedure is to modify the execution profile using the command KNK0C000.  This command has been described in previous sections.  The group 16 telemetry verification for this command is KK16CEPx.

The final step is to enable the thermal control for the circuit just defined.  The command KNK52ENA is used and one data word is required (circuit number).

Example:
KNK52ENA, 0064

The telemetry verification for this command is the same as for KNK52DIS described previously.  The procedure k_thc_dc_adj is used for adjusting the thermal control duty cycle on a given channel.  This uses the same command, KNK55000, as described for duty cycle adjustments in the description of procedure k_thc_ena.

The procedure k_thc_dis is used to stop active thermal control on a given channel.  The command KNK52DIS is used.  The usage for this command is the same as in k_thc_ena.  COBS automatically sends the LCL OFF command to the heater associated with the channel.  

6.3.4.16.2  
Thermal Monitoring

The procedure k_thm_ena is used to start thermal monitoring on a given thermal channel.  The first step in the procedure is to ensure that thermal control and thermal monitoring functions are enabled.  In addition, the corrective action for thermal monitoring should be enabled.  A check is also made to ensure the channel to be modified is not currently enabled for COBS thermal monitoring.  If thermal monitoring for the channel is enabled, the command KNK56DIS is used to disable it.  One data word is required representing the channel number to be disabled.

Example:
KNK56DIS 0064

The telemetry verification for this command is KK16MENx.  The next step in the procedure is defining the thermal monitoring parameters for the specified circuit.  The command KNK57000 is used and five data words are required.  The first data word is the desired circuit number.  The second data word indicates which thermistor will be used for monitoring (0000h – nominal, FFFFh – redundant).  The third data word contains the minimum temperature limit, T3 (raw counts).  The fourth data word contains the maximum temperature limit, T4 (raw counts).  The fifth data word contains the thermal monitoring filter value.

Example:
KNK57000, 0064, 0000, 000B, 009C, 0003

The telemetry verification for this command includes:

· KK16MTHx
data word 2

· KK16T3x

data word 3

· KK16T4x

data word 4

· KK16MFTx
data word 5.

The next step in the procedure is modifying the execution profile using the command KNK0C000.  This command has been described in previous sections.  The group 16 telemetry verification for this command is KK16MEPx.  The final step is enabling the thermal monitoring for the circuit defined.  The command KNK56ENA is used.  One data word is required representing the channel number to be enabled.

Example:
KNK56ENA, 0064

The telemetry verification for this command is the same as for KNK56DIS.  

The procedure k_thm_dis is used to stop active thermal monitoring ON a given channel.  The command KNK56DIS is used.  The usage for this command is the same as in  k_thm_ena.  

6.3.4.17  
Group 17, ASW Miscellaneous Data

Group 17 contains ASW information, i.e., data from the following application functions:

· TR Thermal Control and Monitoring

· Inter-Instrument Data Exchange (IIDE)

· Substitution Heater Monitoring

· Experiment Monitoring

· Gyro Monitoring.

To view group 17 the TSTOL procedure k_gen_dump must be executed.  Only one dump is required for group 17.  This is a generic procedure for group dumps.  The command used is KNK20000 and requires two data words, the group identifier, and the index.  The index is not used for group 17 and the second data word will always be 0000.

Example:
KNK20000, 0011, 0000 dumps group 17.

The telemetry verification for this command is KKGROIDT = Group 17.  The POCC display pages for group 17 are:

· k_grp17_expmon

· k_grp17_gyro_iide

· k_grp17_subsmon

· k_grp17_trtherm

Group 17 telemetry is described in 
Table 6.15
.
The TSTOL procedures for modifying group 17 parameters include:

· k_thc_tr_ena

· k_thm_tr_ena

· k_iide

· k_exp_mon_ena

6.3.4.17.1 
TR Thermal Control and Monitoring

TR Thermal Control is also referred to as mode 3 thermal control.  This function is used for both the TR and the SSR.  The TSTOL procedure k_thc_tr_ena is used for defining/enabling the mode 3 control for the TR thermal channels.  The first step in the procedure is to ensure that TR thermal control and TR thermal monitoring are enabled.  In addition, the corrective action for TR thermal monitoring should be enabled.  A check is also made to ensure the channel to be modified is not controlled by COBS.  If thermal control for the channel is enabled, the command KNK5ADIS is used to disabled it.  One data word is required representing the channel number to be disabled.

Example:
KNK5ADIS 0002
The telemetry verification for this command is KK17CENx.

The next step in the procedure is to ensure the PCU relay supplying the heaters to be used is ON.  In addition, the nominal and redundant heaters for the channel must be OFF.  The indication for this is:  

· •Channel 1

· TSO1A
OFF

· TSO1B
OFF

· •Channel 2

· TSO2A
OFF

· TSO2B
OFF

The next step in the procedure is to define the TR thermal control parameters.

The command KNK5B000 is used.  Nine data words are required:

· The first data word is the circuit number to be modified (1 or 2)

· The second data word indicates the heater to be used: 
nominal (0000) or redundant (FFFF)

· The third data word indicates the minimum temperature, 
T1 (raw counts) for thermistor A

· The fourth data word contains the maximum temperature, 
T2 (raw counts) for thermistor A

· The fifth data word contains the minimum temperature, 
T1 (raw counts) for thermistor B.  

· The sixth data word contains the maximum temperature, 
T2 (raw counts) for thermistor B

· The seventh data word contains the minimum temperature, 
T1 (raw counts) for thermistor C

· The eighth data contains the maximum temperature, 
T2 (raw counts) for thermistor C

· The ninth data word is the TR thermal control filter value.

	Mnemonic
	Description

	TR Thermal Control and Monitoring (x = 1 [TR] or 2 [SSR])

	KK17MEPx
	TR Thermal Monitoring Execution Profile

	KK17CEPx
	TR Thermal Control Execution Profile

	KK17CFTx
	TR Thermal Control Filter (0...15)

	KK17MFTx
	TR Thermal Monitoring Filter (0...15)

	KK17CENx
	TR Thermal Control Enable (0 = Disable, 1 = Enable)

	KK17MENx
	TR Thermal Monitoring Status (0 = Disable, 1 = Enable)

	KK17HTRx
	Heater Selection (0 = Heater A [Nominal], 1 = Heater B [Redundant])

	KK17HTAx
	Heater A Status (0 = OFF, 1 = ON)

	KK17HTBx
	Heater B Status (0 = OFF, 1 = ON)

	KK17T1x
	TR Thermal Control Low Temperature Limit (0...255)

	KK17T2x
	TR Thermal Control High Temperature Limit (0...255)

	KK17T3x
	TR Thermal Monitoring Low Temperature Limit (0...255)

	KK17T4x
	TR Thermal Monitoring High Temperature Limit (0...255)

	
	

	Inter-Instrument Data Exchange

	KK17RCy
	Receiver Instrument Selection

	KK17MST
	Master Instrument Selection

	
	

	Substitution Heater Monitoring (i = Instrument, j = A[Nominal] or B [Redundant]

	KK17SEij
	Substitution Heater Monitoring Status 

	KK17SFij
	Substitution Heater Monitoring Filter Value

	
	

	Experiment Monitoring (i = Instrument)

	KK17EDNi
	Status For Nominal Experiment (0 = OFF, 1 = ON)

	KK17EDRi
	Status For Redundant Experiment (0 = OFF, 1 = ON)

	KK17RSNi
	Expected Relay Status For Nominal Experiment (0 = OFF, 1 = ON)

	KK17RSRi
	Expected Relay Status For Redundant Experiment (0 = OFF, 1 = ON)

	KK17FINi
	Filter Value For Nominal Experiment

	KK17FIRi
	Filter Value For Redundant Experiment

	
	

	Gyro Monitoring (Function no longer used)

	KK17abE
	Gyro Monitoring Enable For Gyro A, Thermistor B

	KK17Tab
	Threshold Value (Maximum) For Gyro A, Thermistor B

	KK17Fab
	Filter Value For Gyro A, Thermistor B


Table 6.15  Group 17 Telemetry

In case the three thermistors for one circuit have the same calibration curves, then the same limits should be specified for all thermistors (i.e., T1A=T1B=T1C and T2A=T2B=T2C).  This command will switch OFF the current heater.  This is to ensure a heater will NOT remain ON for an indefinite time.

If T1x<T2x, then COBS assumes the sensor is a positive thermal control (PTC) resistor.

If T1x>T2x, then COBS assumes the sensor is a negative thermal control (NTC) resistor.

Example:
KNK5B000, 0002, FFFF, 000A, 00FF, 000A, 00FF, 000A, 00FF, 0003
The telemetry verification for this command includes: 

· KK17HTRx
data word 2

· KK17T1Ax
data word 3

· KK17T2Ax
data word 4

· KK17T1Bx
data word 5

· KK17T2Bx
data word 6

· KK17T1Cx
data word 7

· KK17T2Cx
data word 8

· KK17CFTx
data word 9

The next step in the procedure is to modify the execution profile using the command KNK0C000.  This command has been described in previous sections.  The group 16 telemetry verification for this command is KK16CEPx.  

The final step is to enable the thermal control for the circuit just defined.

The command KNK5AENA is used.  The only data word required is the circuit number.

Example:
KNK5AENA, 0002
The telemetry verification for this command is the same as for KNK5ADIS described previously.

The procedure k_thc_tr_dis is used to stop active thermal control on a given TR thermal channel.  The command KNK5ADIS is used.  Usage for this command is the same as in k_thc_tr_ena.  COBS automatically sends the LCL OFF command to the heater associated with the channel.

The procedure k_thm_tr_ena is used to start TR thermal monitoring on a given thermal channel.

The first step in the procedure is to ensure that TR thermal control and TR thermal monitoring are enabled.  In addition, the corrective action for TR thermal monitoring should be enabled.

The next step in the procedure is to define the thermal monitoring parameters for the specified circuit.  The command KNK5D000 is used.  Eight data words are required:

· The first data word is the desired circuit number.

· The second data word contains the minimum temperature limit T3 
(raw counts) for thermistor A

· The third data word contains the maximum temperature limit, T4 
(raw counts) for thermistor A

· The fourth data word contains the minimum temperature limit, T3 
(raw counts) for thermistor B

· The fifth data word contains the maximum temperature limit, T4 
(raw counts) for thermistor B

· The sixth data word contains the minimum temperature limit, T3 
(raw counts) for thermistor C

· The seventh data word contains the maximum temperature limit, T4 
(raw counts) for thermistor C

· The eighth data word contains the TR thermal monitoring filter value.

In case the three thermistors for one circuit have the same calibration curves then the same limits should be specified for all thermistors (i.e., T3A=T3B=T3C and T4A=T4B=T4C).

If T3>T4, then COBS assumes the sensor is a PTC resistor

If T4>T3, then COBS assumes the sensor is a NTC resistor.

Example:
KNK5D000, 0002, 000B, 009C, 000B, 009C, 000B, 009C, 0003
The telemetry verification for this command includes:


· KK17T3Ax
data word 2

· KK17T4Ax
data word 3

· KK17T3Bx
data word 4

· KK17T4Bx
data word 5

· KK17T3Cx
data word 6

· KK17T4Cx
data word 7

· KK17MFTx
data word 8.

The next step in the procedure is to modify the execution profile using the command KNK0C000.  This command has been described in previous sections.  The group 16 telemetry verification for this command is KK16MEPx.  

The final step is to enable the thermal monitoring for the circuit just defined.  The command KNK5CENA is used.  The only data word required is the circuit number.

Example:
KNK5CENA, 0002
The telemetry verification for this command is KK17MENx.

The procedure k_thm_tr_dis is used to stop active thermal monitoring on a given TR channel.  

The command KNK5CDIS is used.  One data word is required representing the channel number to be disabled.

Example:
KNK5ADIS 0002
The telemetry verification for this command is the same as k_thm_tr_ena.
6.3.4.17.2 
Inter-Instrument Data Exchange

The IIDE allows participating instrument to share pointing coordinates for interesting solar phenomena.  The IIDE function acquires solar coordinates from a master experiment.  If the coordinates are valid, this function distributes the acquired coordinates to a specified set of other receiver experiments.  The coordinates are sent if at least one validity bit indicates valid coordinates.  If both coordinates are invalid, they are disregarded.  The instruments that use IIDE are listed below along with their corresponding data words.

The following eight steps sequence occurs every 16 seconds.  Each step requires 2 seconds.

1. Acquisition of X and Y coordinates from the MASTER and verification of the validity bit

2. In case of valid coordinate, distribution to receiver 1

3. In case of valid coordinate, distribution to receiver 2

4. In case of valid coordinate, distribution to receiver 3

5. In case of valid coordinate, distribution to receiver 4

6. In case of valid coordinate, distribution to receiver 5

7. Reset the validity bit of the MASTER

8. Spare cycle

The procedure for defining the set of master and receivers is k_iide.  The first step in this procedure is inhibiting the IIDE function.  The command KNK0AINH is used with a data word of 0009h.  The next step is defining the master experiment and the set of receivers.  Only five receiver instruments are used at a time.  The command KNK60000 is used and six data words are required.  The first data word is the master.  Valid values for this data word include:

· None (i.e., NO acquisition mode)

· EIT

· CDS

· LASCO

· SUMER

The second through sixth data words specify the set of receivers.  If not all five data words are defined then 0000 must be used for the remaining data words.  Valid values for these data words include:

· 0000 
None (i.e., nothing sent in this slot)

· 0001 
EIT (Extreme Ultraviolet Imaging Telescopeº

· 0002 
CDS (Coronal Diagnostics Spectrometerº

· 0003 
CELIAS (Charge, Element and Isotope Analysis System)

· 0004 

COSTEP (Comprehensive Supra Thermal and Energetic Particle Analyser)

· ERNE (Energetic and Relative Nuclei and Electron Experiment)

· CEPAC (Particle Analyser Collaboration)

· 0005 
GOLF (Global Oscillations at Low Frequencies)

· 0006 
LASCO (Large Angle and Spectrometric Coronograph)

· 0007
 MDI (Michelson Doppler Imager)

· 0008 
SUMER (Solar Ultraviolet measurement of Emitted Radiation)

· 0009 
SWAN (Solar Wind Anisotropies)

· 000A 
UVCS (Ultraviolet Coronagraph Spectrometer)

Example:
KNK60000, 0002, 0001, 0006, 0007, 0008, 0009

The telemetry verification for this command include
s KK17MST (master) and KK17RCx (x = 1-5).  

The next step in this procedure is to perform some instrument commanding.  The first instrument command resets the validity bit for the old IIDE master.  The second instrument command resets the validity bit for the new IIDE master.  The third instrument command programs the IIDE master.  The fourth set of instrument commands programs the unused experiments to standby.  The final step in this procedure is authorizing the IIDE function.  The command KNK0AAUT is used with a data word of 0009.  The telemetry verification for this command is KKAFES09.

The TSTOL procedure k_iide_dis is used to disable the IIDE function and/or to put the master or one of the receivers in standby.  Each time the function is re-enabled, the master/receiver experiments shall be redefined.  Otherwise, the master validity bit might NOT be reset and distribution might continue.

6.3.4.17.3  
Substitution Heater Monitoring

The status of the PLM PDU relays for substitution heaters of collectively controlled units are monitored.  For each such substitution heater, the LCL status is monitored against OFF status when the function is enabled.  An anomaly occurs only if the substitution heater status is detected ON for the filter value number of times.  COBS generates an anomaly message (8B) with the substitution heater identified in the additional data. 

The procedure for defining and enabling substitution heater monitoring is k_sublclmnena.  First, the channel to be defined must be disabled.  The command KNK65DIS is used.  This command requires one data word.  See Table 6.16 Substitution Heater Data Words for possible values for this data word.

Example:
KNK65DIS, 0010

The telemetry verification for this is KK17SExy where x is the one letter designation for each instrument; y is A or B).  Next, the parameters for substitution heater monitoring must be defined.  The command KNK66000 is used.  Two data words are required.  The first data word is the entry number.  It is defined in Table 6.16 Substitution Heater Data Words
The second data word is the substitution heater filter value.

Example:
KNK66000, 0010, 0003

	Entry
	Data Word
	Description

	1
	0001
	CDS substitution heater A

	2
	0002
	CDS substitution heater B

	3
	0003
	CELIAS substitution heater A

	4
	0004
	CELIAS substitution heater B

	5
	0005
	GOLF substitution heater A

	6
	0006
	GOLF substitution heater B

	7
	0007
	CEPAC substitution heater A

	8
	0008
	CEPAC substitution heater B

	9
	0009
	SWAN substitution heater A

	10
	000A
	SWAN substitution heater B

	11
	000B
	SUMER substitution heater A

	12
	000C
	SUMER substitution heater B

	13
	000D
	UVCS substitution heater A

	14
	000E
	UVCS substitution heater B

	15
	000F
	VIRGO substitution heater A

	16
	0010
	VIRGO substitution heater B


Table 6.16 Substitution Heater Data Words

The telemetry verification for this command is KK17SFxy where x is the one letter designation for each instrument; y is A or B.  After defining the filter values, the substitution heater monitoring channel must be enabled.  The command KNK65ENA is used.  One data word is required.  It has the same definition as for KNK65DIS.  The telemetry verification for this is the same as for KNK65DIS.  The command KNK67000 is used to enable or disable the substitution heater monitoring corrective action.

6.3.4.17.4 Experiment LCL Monitoring

The experiment LCL monitoring function monitors the actual status of the PLM PDU relays for the experiments (electronics) against expected status.  If a relay is found open (OFF) when it was expected to be closed (ON), the failing LCL relay is switched OFF and the thermal control of the corresponding substitution heaters is enabled.  Similarly, if a relay is found closed (ON) when it was expected to be open (OFF), all experiments are switched OFF, and thermal control (for experiments) is enabled.  Procedures for experiment monitoring include:

· k_exp_mon_ena

· k_exp_mon_dis.

The procedure to define monitoring parameters, enable function at channel level, and enable the corrective action is k_exp_mon_ena.  The first step in this procedure is disabling the corrective action for experiment monitoring.  The command KNK41DIS is used.  No data words are required.  The telemetry verification for this command is KKCAEI00.  The next step is defining the parameters for experiment monitoring.  The command KNK3F000 is used and four data words are required.  The first data word is the experiment ID.  Valid values for this data word include:

· 0002h
CDS

· 0003h
CELIAS

· 0004h
CEPAC

· 0005h
GOLF

· 0006h
LASCO

· 0007h
MDI

· 0008h
SUMER

· 0009h
SWAN

· 000Ah
UVCS

· 000Bh
VIRGO

The second data word indicates the line to be monitored (0000h – nominal, FFFFh – redundant).  The third data word indicates the expected state of the LCL (0000h – OFF, FFFFh – ON).  The fourth data word is the filter value.

Example:
KNK3F000, 000B, 0000, FFFF, 0003

The telemetry verifications for this command include KK17FINx and KK17RSNx.  The next step in this procedure is enabling experiment monitoring at the channel level.  The command KNK3EENA is used and two data words are required.  The first data word is the experiment ID.  The values for this data word are the same as for the first data word in the command KNK3F000.  The second data word indicates the nominal or redundant line.  The telemetry verification for this command is KK17EDNx.

The procedure k_exp_mon_dis disables experiment monitoring at the channel level.  This is a simple procedure with only one command, KNK3EDIS, transmitted.  It requires two data words.  The data words are identical to that of KNK3EENA described earlier.  The telemetry verification is the also the same.

6.3.4.17.5  
Gyro Monitoring

The gyro monitoring function monitors gyro temperatures.  This function has been replaced with the uplink of the gyroless software and is no longer functional.

6.3.4.18 Group 18, PRCG Sequences
The peripheral reconfiguration command group (PRCG) can be initiated by the COBS application functions shown in Table 6.17  Reconfiguration Caused by Application Functions or by ground request.  The page, k_grp18_prcg, is used to display the PRCG sequences.  The application functions call on a PRCG to reconfigure one or all RTUs and the OBDH bus.  The following actions are taken in case of a reconfiguration:

· Everything using the OBDH bus is stopped


· The sending of OBDH block commands is requested to stop.  The current OBDH block command is finished and then OBDH block command sending is stopped.

· The sending of Mode 3 commands is requested to stop.

· The telemetry is put in free-running mode, which means that the format is maintained but no telemetry blocks are acquired.  Telemetry packets are sent but packets normally acquired via OBDH are invalid.

· The emission of EHP and HP interrogations are stopped.

· The pertinent PRCG sequence is executed.


· The stopped parts of COBS are restarted.

	Function
	RTU
	ANTS

Reconfiguration
	Thermal

Reconfiguration

	Thermal Control
	All
	
	X

	Thermal Monitoring
	All/PLM
	
	X

	Tape Recorder Thermal Control
	All
	
	X

	Tape Recorder Thermal Monitoring
	All
	
	X

	Experiment LCL Monitoring
	PLM
	
	

	Substitution Heater LCL Monitoring
	PLM
	
	X

	ESR Detection Monitoring
	SVM/AOCS
	X
	

	HGA APME Monitoring
	SVM
	X
	

	CRP Flag Monitoring
	AOCS
	
	

	Hx Flag Monitoring
	AOCS
	
	

	Reaction Wheel Speed Monitoring
	AOCS
	
	


Table 6.17  Reconfiguration Caused by Application Functions

While the PRCG sequence is being executed, COBS is in abeyance mode for the application software.  However, the OS-TM/TC part of COBS considers itself to be in anomaly mode while the reconfiguration is performed.  Table 6.18 Default PRCG Sequences contain the default PRCG sequences.

	Warm Startup
	AOCS RTU
	PLM RTU

	SVM_PSR_N_Off
	AOCS_PSR_N_Off
	PLM_PSR_N_Off

	SVM_PSR_R_Off
	AOCS_PSR_R_Off
	PLM_PSR_R_Off

	AOCS_PSR_N_Off
	AOCS_RCC_R_On
	PLM_RCC_R_On

	AOCS_PSR_R_Off
	AOCS_IUB_R_On
	PLM_IUB_R_On

	PLM_PSR_N_Off
	AOCS_PSR_R_Sel
	PLM_PSR_R_Sel

	PLM_PSR_R_Off
	None
	None

	OBDH_N2N
	None
	None

	SVM_RCC_R_On
	None
	None

	SVM_IUB_R_On
	None
	None

	AOCS_RCC_R_On
	None
	None

	AOCS_IUB_R_On
	None
	None

	PLM_RCC_R_On
	None
	None

	PLM_IUB_R_On
	None
	None

	SVM_PSR_R_Sel
	None
	None

	AOCS_PSR_R_Sel
	None
	None

	PLM_PSR_R_Sel
	None
	None

	SVM RTU
	All RTUs
	User-Defined

	SVM_PSR_N_Off
	SVM_PSR_N_Off
	None

	SVM_PSR_R_Off
	SVM_PSR_R_Off
	None

	SVM_RCC_R_On
	AOCS_PSR_N_Off
	None

	SVM_IUB_R_On
	AOCS_PSR_R_Off
	None

	SVM_PSR_R_Sel
	PLM_PSR_N_Off
	None

	None
	PLM_PSR_R_Off
	None

	None
	OBDH_N2N
	None

	None
	SVM_RCC_R_On
	None

	None
	SVM_IUB_R_On
	None

	None
	AOCS_RCC_R_On
	None

	None
	AOCS_IUB_R_On
	None

	None
	PLM_RCC_R_On
	None

	None
	PLM_IUB_R_On
	None

	None
	SVM_PSR_R_Sel
	None

	None
	AOCS_PSR_R_Sel
	None

	None
	PLM_PSR_R_Sel
	None


Table 6.18 Default PRCG Sequences

6.3.5 Application Functions for AOCS Failures

In order to ensure adequate failure protection for AOCS contingencies, eight COBS functions are implemented:

· ESR monitoring

· ESR warning flag

· Thruster monitoring

· ACU reset monitoring

· CRP flag monitoring

· Hx flag monitoring

· Reaction wheel speed monitoring

· Off-pointing monitoring

The last five functions in the list above are new functions installed with the COBS gyroless software.  The following, five original COBS functions are no longer available since the uplink of the COBS gyroless software:

· ESR gyro setting

· Gyro monitoring

· RAAD monitoring

· ISA/SAD sequence

· Troubleshooting – Free Process

In addition, standard monitoring channels 24 and 25 are no longer used to handle SSU SEUs.  They are now programmed to monitor the FPSS Sun presence bits in lieu of the non-operative FSPAAD.

Since the upload of the gyroless code is only effective in RAM, the consequence of the selection of PROM mode for COBS execution is to execute the original COBS code, which causes the loss of the gyroless functions until patched.

6.3.5.1  
ESR Monitoring
The ESR monitoring function is used to detect an ESR.  When an ESR is detected, a communication reconfiguration is triggered in order to establish communications through an omni-directional low gain antenna since the HGA is probably mispointed.  Data is committed to memory for offline failure analysis.  Time-tagged commands are suspended because time-tagged commands loaded before ESR may be incompatible with the ESR mode.

In addition, the ESR monitoring function reconfigures the AOCS RTU, disables all three HGA and APME functions:  nominal control, stationkeeping control, and monitoring.  The LCL for latch valve B is switched OFF and all gyroless monitoring functions are disabled.  The TSTOL procedure used for ESR monitoring is k_esr_mn_aut.  This procedure is used to enable the ESR monitoring function.  The command to enable ESR monitoring is KNK0AAUT, 0003.  The telemetry verification for this is KKAFES03 = ESR.D.EN.  The ESR warning function, if disabled, is also set by procedure k_esr_mn_aut.

6.3.5.2  
ESR Warning Flag

This function is used to detect an ESR and consequently send a warning message to experiments to take appropriate action to protect the experiment against contamination by thruster firings or Sun off-pointing.  When triggered, the function sends a dedicated OBDH block command message to the experiments selected as receiver of the function if it is enabled.  

The TSTOL procedure for this function is k_set_esrwarn.  The first step in this procedure is disabling the function.  The command to disable the function is KNK0AINH, 0001.  The telemetry verification for this command is KKAFES01 = ESR.W.IN.  The corrective action for this function is enabled/disabled with the function.  Next, the procedure verifies that COBS is running in RAM mode.  This will always be the case, since the COBS gyroless functions are only available when COBS is running in RAM mode.  The telemetry verification for this is KKMEMMOD = RAM MOD.  The list of ESR warning flag receivers is contained in CDMU memory.  Therefore, group 4 must be dumped and the appropriate memory address (CE5B) must be selected to view the list.  The command to dump group 4 is KNK20000, 0004.  The telemetry verification for this command is KKGROIDT = GROUP 4.  The command to select the memory address for ESR warning flags is KNK2F000, CE5B.  The telemetry verification for this command is KK04ADR = CE5B.  The list of ESR warning flag receivers can be viewed ON the page k_grp4_memdump or i_exp_stat.  On the k_grp4_memdump page, the telemetry mnemonics KK04DA05 – 13 contain this information.  If the value is FFFF, the instrument will receive the warning flag.  If the value is 0000, the instrument will NOT receive the warning flag.  On the i_exp_stat page each instrument is listed and it status is given by the mnemonics OK4EWyyy ,where yyy is the three-letter instrument abbreviation.  Next, the procedure sets the list of ESR warning flag receivers.  The command used for this is KNK61000.  The command requires one data word.  Only ten bits of this word are defined.  Bits 0 and 11-15 are not used.  Bits 1-10 are used to designate instruments for receiving the ESR warning flag.  If the bit in the left column below is set active, “1”, the ESR warning flag bit is set, else the enable is NOT set.  Bits 1-10, are defined as:

Bit 1
EIT (this bit is always 0 since EIT shares electronics with LASCO)

Bit 2
CDS
(KK04DA05)

Bit 3
CELIAS
(KK04DA06)

Bit 4
CEPAC
(KK04DA07)

Bit 5
GOLF
(KK04DA08)

Bit 6
LASCO
(KK04DA09)

Bit 7
MDI
(KK04DA10)

Bit 8
SUMER
(KK04DA11)

Bit 9
SWAN
(KK04DA12)

Bit 10
UVCS. 
(KK04DA13)

Next, the procedure enables the ESR warning flag function.  The command for this is KNK0AAUT, 0001.  The telemetry verification for this command is KKAFES01 = ESR.W.EN.

6.3.5.3  
Thruster Monitoring

This function is used to detect excessive thruster firings through the monitoring of the thruster commanded on-times reported by the ACU.  This function is used during gyroless thruster operations in RMW mode to protect against wrong thruster on-times in the uplinked commands (ABACU201).

This function runs every 10 seconds and checks first if the thruster on-time telemetry have been refreshed by the ACU.  Every time new data is available, the function memorizes eight thruster on-time increments, AKTH1OTI to AKTH8OTI, in a table, and computes for each thruster the sum of the "N" last memorized values where N = integer from 1 – 10.  This function is normally used in RMW mode during thruster operations, but can be used in any AOCS mode if needed.

If the sum of one thruster is greater than the corresponding threshold (one threshold per thruster), then an anomaly is detected and reported in the anomaly table.  If the corrective action is enabled, the flow control valve (FCV) A LCL is commanded OFF.  In all anomaly cases, even if the corrective action is disabled, the function will inhibit itself.  The protection against thruster failures (stuck open) is managed with the CRP monitoring function.

There are three TSTOL procedures associated with thruster monitoring, k_thrmonst, k_thrmonstop and k_thrmon_rmw.  The first procedure is generically used to define and enable thruster monitoring.  The third procedure is a special case of the first procedure with values hard-coded for maneuver operations in RMW.  

The first step is verifying the corrective action is disabled.  The telemetry verification for this is KKCAEI29 = THRUST CA IN.  If the corrective action is enabled, the procedure disables it with the command KNK63DIS.  Next, the procedure defines the limits for the thruster monitoring function.  The procedure uses a CMS load for this command.  The command for this is KNK62000.  The command requires 17 data words.  The first data word is the number of formats, N, over which the summation shall take place.  The remaining data words are added in pairs for each thruster and represent the limit for the associated thruster.

Thruster monitoring parameters are contained in CDMU memory.  Therefore, group 4 must be dumped and the appropriate memory address, D8A1, selected to view the list.  The command to dump group 4 is KNK20000, 0004.  The telemetry verification for this command is KKGROIDT = Group 4.  The command to select the memory address is KNK2F000, D8A1.  The telemetry verification for this command is KK04ADR = D8A1.  The limits are contained in the addresses D8A1 through D8B0.  The number of formats, N, is located at the address D8B1.

The values used for thruster maneuvers in RMW are:

· N = 1

· Thruster 1 ON time = 1.1 sec
0000 119C

· Thruster 2 ON time = 1.1 sec
0000 119C

· Thruster 3 ON time = 1.1 sec
0000 119C

· Thruster 4 ON time = 1.1 sec
0000 119C

· Thruster 5 ON time = 0.3 sec
0000 04CE

· Thruster 6 ON time = 0.3 sec
0000 04CE

· Thruster 7 ON time = 0 sec
0000 0000

· Thruster 8 ON time = 0 sec
0000 0000

Finally, the function and the corrective action are enabled.  The command to enable thruster monitoring is KNK0AAUT, 0015.  The telemetry verification for this command is KKAFES15 = THRUS.EN.  The command to enable the corrective action for thruster monitoring is KNK63ENA.  The telemetry verification for this command is KKCAEI29 = THRUST CA EN.

The second procedure, k_thrmonstop disables thruster monitoring and the corrective action.  The command to disable thruster monitoring is KNK0AINH, 0015.  The telemetry verification for this command is KKAFES15 = THRUS.IN.  The command to disable the corrective action for thruster monitoring is KNK63DIS.  The telemetry verification for this command is KKCAEI29 = THRUST CA IN.

6.3.5.4 
ACU Reset Monitoring

A new gyroless function gyroless was developed to replace the existing troubleshooting function (TSF), or free process to monitor any occurrence of a re-initialization of the ACU.  In case of an ACU reset, all AOCS gyroless software is discarded during the boot of the ACU.  ACU reset monitoring forces an ESR if this occurs.  The ACU reset monitoring function is able to monitor either an ACU-A, or an ACU-B, reset occurrence, according to the switchable channels definition.

The ACU reset detection is based on a direct RTU acquisition of ACU watchdog telemetry, ASAC53A for ACU-A, or ASAC53B for ACU-B.  An ACU reset is confirmed by values of bits 0 and 12, or bits 8 and 13.  Either set, will cause COBS to consider the ACU has reset.

The ACU reset monitoring function monitors any occurrence of ACU reset according to the following definition when enabled:

Status of ACU reset monitoring ("ACU reset monitoring" function = ENA)

IF (ACU Reset is detected) and (filter threshold reached) THEN 

Report COBS Anomaly message "ACU Reset detected" (Anomaly ID = 93h)

· IF (ACU Reset Monitoring Corrective Action is enabled) THEN
· Reconfigure AOCS RTU per PRCG definition

· Disable Gyroless function "CRP Flag Monitoring"

· Disable Gyroless function "RW Speed Monitoring"

· Disable Gyroless function "Hx Flag Monitoring"

· Disable Gyroless function "Experiments off-pointing warning message"

· Arm and Initiate ARO and ESR

· Disable "ACU Reset Monitoring" function

· Disable "ACU Reset Monitoring" Corrective Action

· Set "ACU Reset Monitoring" Corrective Action triggered flag

· END IF

END IF
The only TSTOL procedure for ACU reset monitoring is k_acur_mon_strt. This procedure is restarts the function after a warm startup occurs and the gyroless software has been reloaded.  ACU reset monitoring is enabled in the ESR to CRP transition procedure during ESR recovery.  The first step in the procedure is verifying the corrective action is disabled.  The telemetry verification is KKCAEI2A = ACUR.CA.IN.  If the corrective action is enabled, the procedure disables it.  The command for this is KNK2C000, FC01, 0000.  The second step is enabling ACU reset monitoring.  The command to enable the function is KNK0AAUT, 0016.  The telemetry verification for this command is KKAFES16 = ACUR.EN.  The final step is enabling the corrective action.  The command to enable ACU reset monitoring corrective action is KNK2C000, FC01, FFFF.  The telemetry verification for this command is KKCAEI2A = ACUR.CA.EN.

6.3.5.5  
CRP Flag Monitoring

A gyroless function was developed to monitor the so-called "CRP flag", elaborated at the ACU software level.  When NO valid and eligible stars are available for roll control in either NM or RMW, the ACU software raises the CRP flag, and the function forces a transition to CRP, and aborts any thruster actuations by closing latch valve A (LVA).

CRP flag monitoring is particularly important during thruster operations in RMW, during stationkeeping and momentum management operations since the SSU is used for both roll control, and as a "roll rate anomaly detector".  For the thruster maneuvers, one star is used for control.  In case of excessive roll, the SSU will report an anomaly to the ACU (i.e. SEU / star loss) and the ACU will initiate guide star swapping.  If there are no valid or eligible stars, the ACU provides to COBS the CRP flag to abort the thruster maneuver and initiate the transition to CRP mode, as presented in Figure 6.14.

The COBS CRP Flag monitoring function process two words within the AOCS telemetry regardless of packet type (AKMDSCRP:  word 10 and word 405 of AOCS TM packet).  This function reads both ACU A or ACU B telemetry and commands either ACU A or ACU B mode relays based on the current switchable channel definition, but the corrective action is adequate for PROS A ONLY.  The function runs according to the following process when enabled:
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Figure 6.14  CRP Flag Monitoring

Status of CRP flag monitoring (CRP flag monitoring = ENA)

IF (CRP flag is detected) and (AOCS TM packet is new) and (filter threshold reached) and
 (AOCS active mode is NM or RMW) THEN
Report COBS Anomaly message "CRP flag detected" (ANO ID = 94h)

· IF CRP flag monitoring Corrective Action is Enabled THEN
· Disable Gyroless function "RW speed monitoring" 

· Reconfigure AOCS RTU per PRCG definition

· Reconfigure PDU Command registers

· Switch OFF FCV A (AZFVAOFR+PZAPEXER)

· Switch ON LV A (AZLVAONR+PZAPEXER)

· Minimum Delay 1 sec

· Close LV A (ACCA21A)

· Minimum Delay 1 sec

· Switch OFF LV A (AZLVAOFR+PZAPEXER)

· Command AOCS mode relay 5 OFF

· Command AOCS mode to CRP

· Minimum Delay 1 sec

· Command AOCS mode relay 5 ON

· Minimum Delay 1 sec

· Command AOCS mode relay 5 OFF

· Set function " CRP flag monitoring" Corrective Action triggered flag 

· Disable function " CRP flag monitoring" and associated Corrective Action

· END IF
END IF

There are two TSTOL procedures associated with CRP flag monitoring, k_crp_mon_strt, and k_crp_mon_stp.  The procedure, k_crp_mon_strt, is used to enable the function.  The first step in the procedure is verifying the corrective action is disabled.  The telemetry verification is KKCAEI2B = CRP.CA.IN.  If the corrective action is enabled, the procedure sends the command KNK2C000, FC02, 0000 to disable the corrective action.  The second step is enabling the function.  The command for enabling CRP flag monitoring is KNK0AAUT, 0017.  The telemetry verification for this command is KKAFES17 = CRP.EN.  The final step is enabling the corrective action.  The command is KNK2C000, FC02, FFFF.  The telemetry verification for this command is KKCAEI2B = CRP.CA.EN.

The procedure,  k_crp_mon_stp,  disables CRP flag monitoring and the corrective action.  The command to disable CRP flag monitoring is KNK0AINH, 0017.  The telemetry verification for this command is KKAFES17 = CRP.IN.  
6.3.5.6  
Hx Flag Monitoring

A gyroless monitoring developed to monitor the Hx momentum, computed by the ACU software.  This feature is designed to guarantee the ESR autonomy through the monitoring of the roll momentum provided by the wheels despin at ESR entry.  When unexpected evolution of the wheels momentum is detected, the ACU software raises the "Hx Flag".  The Hx flag monitoring function will trigger ESR.  Hx monitoring is designed to be used for any AOCS mode (CRP, RMW, or NM), but is disabled during thruster operations in RMW.

Due to unexpected triggering during in-flight commissioning (anomaly report S99-0087), this function remains inhibited.  ACU patch 10 has been developed to account for the Hx triggering.  However, Hx monitoring remains inhibited.
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Figure 6.15  Hx Flag Monitoring

The COBS Hx flag monitoring function processes the AOCS Hx flag 

(AKMDSHXF: two words: word_10 & word_405 within the AOCS packets), 

according to the following process when enabled:

Status of Hx flag monitoring (Hx flag monitoring = ENA)

IF(AOCS TM packet is new) and (Hx flag is true) and (filter threshold reached) THEN
Report COBS Anomaly message "Hx flag detected" (Anomaly ID = 96h)

· IF Hx flag monitoring Corrective Action is enabled THEN
· Reconfigure AOCS RTU per PRCG definition

· Disable Gyroless function "ACU reset monitoring"

· Disable Gyroless function "CRP flag monitoring"

· Disable Gyroless function "RW speed monitoring"

· Disable Gyroless function "Experiments off-pointing warning message"

· Set function "Hx flag monitoring" Corrective Action triggered flag

· Disable function "Hx flag monitoring" and associated Corrective Action

· Arm and Initiate ARO and ESR

· END IF

END IF

Only one TSTOL procedure is used for Hx monitoring, k_hx_mn_stp.  A procedure has been written to enable the function, but is not used operationally at this time.  The procedure k_hx_mn_stp, disables the Hx flag monitoring function and the corrective action.  The command to disable Hx flag monitoring corrective action is KNK2C000, FC04, 0000.  The telemetry verification for this command is KKCAEI2D = HX.CA.IN.  The command to disable Hx flag monitoring is KNK0AINH, 0019.  The telemetry verification for this command is KKAFES19 = HX.IN.

6.3.5.7 Reaction Wheel Speed Monitoring

A gyroless function was developed to monitor the reaction wheels speeds.  In case of unexpected evolution of the reaction wheel speeds, the COBS function forces a transition to CRP and disables PROS.  Since the reaction wheel speed telemetry is available only for AOCS packet types 2 and 3.2, the function is disabled when another packet type is commanded otherwise the corrective action may trigger.  This monitoring is used in both RMW and NM.  During thruster operations, extended thresholds are used (-4000 to 4000 RPM).  Outside of thruster operations, the reaction wheel speed thresholds are defined to allow a wheels speed evolution of +/- 135 rpm around the current speed.  This function reads either ACU A or ACU B telemetry and commands ACU A or ACU B mode relays based ON the current switchable channels definition.  However, the corrective action is adequate for PROS A ONLY.  The reaction wheel speed monitoring function processes the AOCS telemetry (word 111 to word 114), according to the following process when enabled:

Status of RW Speed monitoring (RW speed monitoring = ENA)

IF (AOCS TM packet = gyroless) and 
(Any RW violates minimum or maximum threshold) and 
(filter threshold reached) THEN
Report COBS Anomaly message "RW Speed outside limits" (Anomaly ID = 95h) 

· IF CA "RW Speed monitoring "= ENA THEN
· Disable Gyroless function "CRP flag monitoring" 

· Reconfigure AOCS RTU per PRCG definition

· Reconfigure PDU Command registers

· Switch OFF FCV A (AZFVAOFR+PZAPEXER)

· Switch ON LV A (AZLVAONR+PZAPEXER)

· Minimum Delay 1 sec

· Close LV A (ACCA21A)

· Minimum Delay 1 sec

· Switch OFF LV A (AZLVAOFR+PZAPEXER)

· Command AOCS mode relay 5 OFF

· Command AOCS mode to CRP

· Minimum Delay 1 sec

· Command AOCS mode relay 5 ON

· Minimum Delay 1 sec

· Command AOCS mode relay 5 OFF

· Set function " RW Speed monitoring" Corrective Action triggered flag

· Disable function " RW Speed monitoring" and associated Corrective Action

· END IF

END IF

A new software patch was uplinked in April 2007 to automatically update the reaction wheel speed monitoring limits every 24 hours.  This patch is enabled during maneuver recovery activities.  It is disabled during maneuver preparation activities.

There are seven TSTOL procedures associated with reaction wheel speed monitoring:

· k_rwslupd_ena

· k_rwslupd_dis

· k_rwmn_dlyadj

· k_rwsp_mon_stp

· k_rwsp_mon_strt

· k_rwsp_mon_man

· k_rwspmon_trig.

The procedure k_rwslupd_ena is used to set the limits and enable the reaction wheel speed limit updating function.  First the procedure verifies COBS is running in RAM mode and the COBS gyroless patch is being executed.  Next, gyroless parameters are dumped from CDMU memory.  The commands used are KNK20000, 0004, 0000 and KNK2F000, FC05.  The telemetry verifications for these commands are KKGROIDT = GROUP 4 and KK04ADR = FC05h.  Next the procedure provides the option to set limits for the function.  The default limits are ± 135 rpm from the current wheel speeds.  However, any other limit may be chosen.  If a change to the limits is chosen, the procedure disables the reaction wheel speed limits updating function.  The command used is KNK0AINH, 001B.  The command to define the new limits is KNK2C000, FC13, xxxx (where xxxx is the raw counts in hex for the delta value).  The telemetry verification for this command is KK04DA14.  The procedure then dumps a different portion of CDMU memory at address CAC7h.  The function is enabled using the command KNK0AAUT, 001B.  Bit 11 of address CAC7h is verified equal to 1.  The reaction wheel speed monitoring function is then enabled.  The command used is KNK0AAUT, 0018.  The telemetry verification is KKAFES18 = RWS.EN.  Next the corrective action for reaction wheel speed monitoring is enabled.  The command used is KNK2C000, FC03, FFFF.  The telemetry verification is KKCAEI2C = RWS.CA.EN.  

The procedure k_rwslupd_dis is used to disable the function.  CDMU memory is dumped at address CAC7h.  The function is disabled with the command KNK0AINH, 001B.  The telemetry verification for this command is bit 11 equal to 1.

The third procedure, k_rwmn_dlyadj, is used after maneuvers in the transition back to normal mode. It reads the current wheel speeds and sets the monitoring limits at ± 135 rpm from the current speed.  The procedure checks the AOCS mode to ensure it is RMW or NM.  The procedure disables the corrective action first.  The command for this is KNK2C000, FC03, 0000.  The telemetry verification for this command is KKCAEI2C = RWS.CA.IN.  The reaction wheel speed monitoring function is then disabled.  The command for this is KNK0AINH, 0018.  The telemetry verification for this command is KKAFES18 = RWS.IN.  The procedure reads the current filtered wheel speeds with telemetry mnemonics of:

· AKWDFSP1

· AKWDFSP2

· AKWDFSP3

· AKWDFSP4

The new monitoring limits are calculated and the command needed is converted to hexadecimal for uplink.  The command to define the reaction wheel speed monitoring limits is:

KNK2C000, FC08, MIN1, MIN2, MIN3, MIN4, MAX1, MAX2, MAX3, MAX4.  

The telemetry verification is contained in CDMU memory.  Group 4 must be dumped and the correct address, FC05, selected.  The reaction wheel speed monitoring limits are contained in addresses FC08 to FC0F.  The telemetry verification for the limits are:

· KKGLRMI1 and KKGLRMA1
(min and max wheel speed limits)

· KKGLRMI2 and KKGLRMA2
(min and max wheel speed limits)

· KKGLRMI3 and KKGLRMA3
(min and max wheel speed limits)

· KKGLRMI4 and KKGLRMA4
(min and max wheel speed limits)

The final steps are enabling reaction wheel speed monitoring and the corrective action.  The command to enable the function is KNK0AAUT, 0018.  The telemetry verification for this command is KKAFES18 = RWS.EN.  The command to enable the corrective action is KNK2C000, FC03, FFFF.  The telemetry verification for this command is KKCAEI2C = RWS.CA.EN.

The fourth TSTOL procedure, k_rwsp_mon_stp, disables reaction wheel speed monitoring and the corrective action.  The commands and telemetry for this are identical to the ones in the first part of k_rwmn_dlyadj.

The fifth TSTOL procedure, k_rwsp_mon_strt, programs and enables reaction wheel speed monitoring.  The procedure checks the AOCS mode to ensure it is RMW or NM.  In addition, a check is made to ensure packet type 2 is selected.  Next, the procedure disables the function and the corrective action.  The operator is queried for the min and max values for each of the four reaction wheels.  These are commanded as described for k_rwmn_dlyadj.  Finally, the procedure enables the function and the corrective action.

The sixth procedure, k_rwsp_mon_man, works the same as k_rwsp_mon_strt.  However, the values for use during maneuvers are set as default values.
The final TSTOL procedure, k_rwspmon_trig, is used to trigger the reaction wheel speed monitoring corrective action.  This procedure is used as a contingency step during thruster maneuvers.  Each of the minimum and maximum values are commanded to zero.  This causes the corrective action to trigger almost immediately.

6.3.5.8 
Experiment Off-pointing Monitoring

This gyroless monitoring is used to prevent experiment damage in case of large off-pointing.  In order to avoid damage at experiment level, the AOCS off-pointing flags are monitored by this function in order to command a safe configuration for LASCO, MDI, SUMER, and UVCS.  This monitoring function uses the existing AOCS pitch/yaw off-pointing flag, provided within the AOCS telemetry (word 6), according to the following processing:

Status of Experiment off-pointing warning message ("Experiment off-pointing" function = ENA)

IF (AOCS off-pointing flag is TRUE) and (filter threshold reached) then

Report COBS Anomaly message "Experiment Off-pointing warning " (Anomaly ID = 97h) 

Disable "Experiment Off-pointing warning" COBS function

IF (UVCS "Experiment Off-pointing warning" flag = AUTHORIZE) THEN
Execute Corrective Action (UVCS): 

OBDH block command: UCMDSFN ("UVCS Enter safe mode prim")

OBDH block command: UCMDSFR ("UVCS Enter safe mode red")

IF (LASCO/EIT "Experiment Off-pointing warning" flag = AUTHORIZE) THEN
Execute Corrective Action (LASCO): 

OBDH block command: LBSESR ("LASCO ESR warning message")

IF (MDI "Experiment Off-pointing warning" flag = AUTHORIZE) THEN
Execute Corrective Action (MDI): 

OBDH block command: MBLTOPNL "Limb tracker open loop"

IF (SUMER "Experiment Off-pointing warning" flag = AUTHORIZE) THEN
Execute Corrective Action (SUMER): 

Disable ESR Warning flag distribution for SUMER (COBS "ESR warning flag" function)

OBDH block command: SBSESR ("SUMER ESR warning message ")

ENDIF

ENDIF

There are two TSTOL procedures associated with experiment off-pointing warning, k_expop_mn_strt and k_expop_mn_stp.  

The first procedure is used to define and enable the experiment off-pointing monitoring function.  The corrective action for this function is automatically enabled when the function is enabled.  The first step in the procedure is to disable the function.  The command used is KNK0AINH, 001A.  The telemetry verification for this command is KKAFES1A = OFFP.EN.  Next, CDMU memory is dumped at address FC05.  Receivers of the warning flag are then defined using a memory write command, KNK2C000, FC12, XXXX.  The second data word specifies the list of receivers.  Only bits 6 (LASCO) 7 (MDI), 8 (SUMER), and 10 (UVCS) are eligible receivers.  The remainder of the bits are unused.  Telemetry verification for this command includes KKGLOFESL (LASCO), KKGLOFESM (MDI), KKGLFOESS (SUMER), and KKGLOFESU (UVCS).  The final step in the procedure is enabling the experiment off-pointing monitoring.  The command to enable the function is KNK0AAUT, 001A.  The telemetry verification for this command is KKAFES1A = OFFP.EN.

The second TSTOL procedure, k_expop_mn_stp, is used to disable experiment off-pointing monitoring.  The command and telemetry verification for this are the same as the first step in k_expop_mn_strt, described above.

6.3.6 
Reconfiguration Management

In order to cope with single point failures and to ensure availability of the DHSS functions, the DHSS is able to detect errors and autonomously make relevant reconfigurations.  The reconfigurations are handled partly by hardware and partly by software.  Three levels of reconfiguration management exist:  Central Processing Unit (CPU), USO, Power (Kernel)

OBDH bus and RTUs (Peripheral) Satellite connections

6.3.6.1 
Kernel Reconfiguration
The RMS module monitors the following signals:

· NPU, Normal Power Up

· RM_MPE, Memory Parity Error

· RM_IMA, Illegal Memory Access

· RM_IIA, Illegal I/O Access

· WD_FAIL, Watchdog Failure

· PMS_FAIL, PMS power consumption too high

· PCCS_FAIL, Over/under voltage in the PCCS

If ANY of the hardware signals indicate an error, a reconfiguration sequence is issued by the RMS.  These reconfiguration commands are called the kernel reconfiguration command group (KRCG).  The sequence is modifiable via the commands KNK03000 and KNK04000.  The FOT is responsible for setting up an appropriate KRCG sequence to be executed on the first error.  On the second error, KRCG commands are NOT issued by the RMS, but a reset is performed.  COBS is responsible for starting up a reduced set of application processes when this occurs.  On subsequent errors, no action at all is taken.  However, the FOT can enable the RMS again using a direct command, DCRAN. 

Figure 6.16 shows the RMS states.

COBS can provide kernel reconfigurations in the following ways:

· COBS can cause a KRCG reconfiguration by “faking” an error, i.e., withdrawing the NPU signal.  COBS does this because:

· Any other interrupt than 2 occurring (interrupt 2 is the software cycle)

· Request by command, KNK05000, (lower NPU or disable watchdog rearming)

· An application function “fatal process overrun” or “fatal process detention”

· Two consecutive anomalies during the same single OBDH input/output, or two (or more) packets fail during telemetry packet acquisition during the same major frame

· TC watchdog error

COBS can enforce a reconfiguration by halting (and thus provoking the watchdog error).  This method is used in the BOOTSTRAP mode.
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Figure 6.16  RMS States

6.3.6.2 
OBDH Bus and RTUs (peripherals)
This level includes the OBDH bus interface and the RTUs.  Error detection is carried out by hardware and software whereas recovery actions are initiated by software alone.  Normally, a recovery action implies switching to the redundant unit.  The PRGC is issued by the RMS.  There are six different predefined reconfigurable PRCG sequences.

1. Defining configuration at warm startup

2. Reconfiguration of the SVM RTU

3. Reconfiguration of the PLM RTU

4. Reconfiguration of the AOCS RTU

5. Reconfiguration of all RTUs

6. Reconfiguration according to command, KNK06000

6.3.6.3  
Satellite Connections
Each OBDH user usually has a redundant set of physical lines (one “nominal” and one “redundant” line) for each logical function.  COBS provides a “logical addressing mechanism” allowing the application software or ground to switch between the nominal and redundant lines in a simple way.

The two portions of the COBS concerned with reconfigurations are:

· Group 1 Miscellaneous

· Group 18 PRCG sequences

6.3.7 
COBS DHSS Monitoring and General Purpose Functions

6.3.7.1  
OBDH Bus Monitoring


The OBDH bus monitoring function is used to check the status of OBDH interrogation acknowledgment.  In case of error, COBS performs a retry and if OBDH error remains, a CDMU reconfiguration is triggered.

In case of error detected during telemetry direct memory access (DMA) handling (i.e., block transfer mechanism), the error is memorized.  Two failed DMAs between the assertion of two consecutive major frame pulses is handled as a permanent OBDH bus failure followed by CDMU, OBDH, and RTU reconfigurations.  The reconfiguration is triggered by resetting the nominal power-up signal (NPU) to execute a KRCG sequence.  

The OBDH bus error detection can be enabled or disabled by the command KNK14000.  This command requires one data word.  The three possibilities for this data word have been hard coded into unique command mnemonics.  

KNK14ENA:
Enable OBDH detection and recovery

KNK14INH:
Disable OBDH detection and recovery

KNK14DET:
Enable OBDH detection/disable OBDH recovery.

The associated telemetry is:

KKOBDEIF:
OBDH error detection status (OBDH INH/OBDH ENA)

KKOBDOCA:
OBDH corrective action status (OB CA IN/OB CA EN).

These telemetry points are reported on the POCC page K_SW_STATUS.

6.3.7.2 
RAM Scrubbing

This function is used to check the RAM content using error detection and correction (EDAC) code.  When the RAM scrubbing function is active, the entire CDMU memory is processed within thirty minutes.  This process consists of reading in all memory cells and the corresponding EDAC register.  In case of single event upset detected by EDAC electronics rewrites the memory cell with the correct value.  The RAM scrubbing function should be activated while the RAM execution mode is selected.

The RAM scrubbing process can be enabled or disabled by the command KNK0A000.  This command requires two data words.  Two variants for this command are KNK0AAUT and KNK0AINH.  The data word for the RAM scrubbing function is 65h.

A counter, KKSEUCNT, is incremented each time an error is detected (single memory upset).  A table (group 1) gives the last ten failed memory scrubbing addresses.  KKSEUEIF indicates the status of the RAM scrubbing function.  These telemetry points are reported on the POCC page K_SW_STATUS.  

The command KNK0E000 is used to reset the SEU counter and clear the table in group 1.

6.3.7.3 
Troubleshooting Function

The troubleshooting function, or free process, was replaced by the gyroless software upload.  The troubleshooting function is no longer available.

6.3.7.4 
TC Watchdog

This function is used to detect the absence of received ground commanding over a programmable period.  If a command has NOT been received within the time period, the watchdog will trigger a CDMU and communication reconfiguration.  The spacecraft assumes a command failure preventing the spacecraft from receiving commands.  The function runs every 10 seconds and checks if command frames have been received (and accepted) on-board during the last programmed period.  If NO command frames have been received and accepted, the function:

· Generates an anomaly message

· Sets a flag to inhibit itself after CDMU warm startup

· Starts a 30 second delay (to allow context memory updating)

· Triggers a CDMU reconfiguration (by resetting the NPU signal).

The nominally used programmable period is 48 hours, in order to be compatible with autonomy requirement.  The reconfiguration occurs when the watchdog timer decrements to zero.  The timer resets to 48 hours each time a command is received.

The generic authorize function command, KNK0AAUT, is used to enable the function.  The generic inhibit function command, KNK0AINH, is used to inhibit the function.  The command KNK42000 is used to program the timeout period while inhibited.  KNK42000 requires two data words.  These data words represent the timeout limit in seconds.  Telemetry reporting is in the permanent part of the software packet.  KKAFES10 reports the TC watchdog enable/inhibit status.  The value of the timeout period is reported in KKTCWLIM.  The remaining time before timeout is KKTCWREM.

6.3.7.5  
COMS Backup

This function is used to reconfigure the communications subsystem to omni-coverage mode using the two LGAs.  There are four causes for a COMS backup.  They are:

· HGA monitoring

· TC watchdog

· ESR monitoring

· CDMU warm startup.

6.3.7.6 
Time-Tagged Commands

Time-tagged commands are stored in the order of arrival into a time-tag buffer (1000 words).  The telemetry mnemonic KKTCMFTT reports the amount of free space in the time-tag buffer.  This buffer is scanned once per second (unless a "long" TCM is executing).  Any command with a time tag less than or equal to the current OBT is designated executable.  An executable time-tagged command is submitted for execution if NO immediate commands are waiting to be executed.  If several time-tagged commands are executable they are executed in the order of arrival.  If a time-tagged command is executed 2 or more seconds late, an anomaly will be reported.  If the time-tagged command buffer is full, further time-tagged commands are rejected and an anomaly message generated.  If the time-tag of a command is NOT separated by at least one second from the time-tags of other commands, the new command is entered in the time-tagged buffer.  However, only the first command will be executed at the requested time.  The remaining commands may be delayed and reported as such.

The time-tag function can be enabled or disabled by the command KNK27000.  This command requires one data word.  The two possibilities for this data word have been hard coded into unique command mnemonics:

· KNK27ENA:
Enable time-tag function

· KNK27DIS:
Disable time-tag function.

The associated telemetry is KKTTQEIF = the time-tag function status (TTCM ENA, TTCM INH).

Time-tagged commands are still received and stored in the time-tagged buffer when the time-tag function has been disabled.

Time-tagged commands can be deleted using the command KNK28000.  To delete all commands in the time-tag buffer, the command requires one data word, 0000h.  This possibility has been hard coded into the command mnemonic KNK28ALL.  The TSTOL procedure k_delallpentt is used to perform this function.  

To delete specific time-tag commands, three data words are required.  The first data word is FFFFh.  The second and third data words is the hexadecimal time-tag of the command to delete.  This possibility has been hard coded into the command mnemonic KNK28SOM.  However, two data words indicating the time-tag to be deleted are still required.  The TSTOL procedure k_delsompentt is used to perform this function.

If the ground tries to delete pending time-tagged commands but NO matches are found, the request is ignored and an anomaly message issued.  Every TSTOL procedure that uplinks a time-tagged command calls the TSTOL procedure, k_ttag_ck, before uplinking the command.  This procedure ensures the time-tag function is enabled.  If the time-tag function is NOT enabled, OE notification is required before enabling the function.  

6.3.7.7  
COBS Upgrades/Patches

	Patch ID
	Description/Function
	Status
	Date Implemented

	DMA Patch 1
	Provide detailed anomaly information in case of a DMA anomaly.  
	Not Loaded
	N/A

	DMA Patch 2
	Provides history background on DMA failures.  Freezes log of DMA programmation in case of DMA failure.
	Not Loaded
	N/A

	ACU Monitoring
	Trouble shooting module to monitor the ACU reset flags and reinitializes the IRU, FPSS, and SSU modular attitude control system (MACS) bus heads
	Inactive -Incorporated into the gyroless patch
	11 Mar 96

26 Mar 96

	VIRGO LOI Cover Open Function
	Trouble shooting module to control the timing the motor opens the cover.
	Not Loaded
	26 Mar 96

	Subformat 5
	Definition of programmable subformat (5) to provide more telemetry bandwidth for EIT/LASCO.


	Active
	10 Feb 97

	Subformat 6
	Redefine packet acquisitions for subformat 1 to provide more telemetry bandwidth for EIT/LASCO.
	Active
	11 Feb 97

	Subformat 3

Upgrade 1
	Redefine packet acquisitions for subformat 3 to provide more telemetry bandwidth for EIT/LASCO.
	Not Loaded 
	25 Sep 97

3 Mar 98

	Subformat 2
	Redefine packet acquisitions for subformat 2 to provide more telemetry bandwidth for EIT/LASCO.
	Not Loaded
	26 Sep 97



	Subformat 3

Upgrade 2
	Additional packet acquisitions for subformat 3 to provide more telemetry bandwidth for EIT/LASCO.
	Not Loaded – failed once uplinked due to timing problems with the 
EIT/ LASCO processor
	2 Mar 98

	Sun Heating Mode
	Switched on heaters as solar arrays acquired the Sun and provided sufficient power to the bus.
	Not Loaded
	Aug/Sep 98


Table 6.19  COBS Patches

	Patch ID
	Description/Function
	Status
	Date Implemented

	Thruster Monitoring 
	Enable thruster monitoring in RMW.
	Inactive -Incorporated into the gyroless patch
	3 Mar 99

	Gyroless Patch
	Replaced free process, ISA/SAD, RAAD monitoring, ESR gyro setting, and gyro monitoring functions with gyroless functions ACU reset monitoring, Hx monitoring, CRP flag monitoring, reaction wheel speed monitoring and experiment off-pointing warning.  Allowed thruster monitoring in all modes.
	Active
	27 Sep 99

	Intermittent Recording Patch
	Allows recording of a subset of the VC0 and VC1 packets.  Used in "keyhole" operations to provide continuous data for the helioseismology instruments.
	Active
	Sept 04

	TCMs in Macros
	Allow for TCMs to be used in macros to provide more onboard autonomy.
	Active
	17 Apr 07

	Reaction Wheel Speed Limit Up-dating Function
	New function to allow onboard software to perform daily update of reaction wheel speed limits for the reaction wheel speed monitoring function
	Active
	17 Apr 07

	COBS Scheduler Bug Fix
	Fix to scheduler tables in COBS for all gyroless and subsequent functions.
	Active
	2 Jul 08


Table 6.20 COBS Patches

6.4  
Onboard Data Storage Devices

SOHO uses one Tape Recorder (TR) and one Solid State Recorder (SSR) for onboard data storage.  The SSR replaces the original second tape recorder and is used as the primary data recorder.  The SSR is operated as an electronic tape recorder.  The active recorder is determined by COBS.  The command, KNK1C000, selects the active recorder and requires one data word (TR - 0000h, SSR - FFFFh).  Alternate forms of the command KNK1C000 have the data word as a default.  These are KNK1CNOM (TR) and KNK1CRED (SSR).  The telemetry verification for this command is KKTRSSEL.  The selected recorder is configured to the Transfer Frame Generator (TFG).  During keyhole periods, the TR and SSR are often powered at the same time.  

6.4.1 
Tape Recorder Operations

The collection and dump rates of the tape recorder were originally the primary drivers for the length of the short contacts during non-continuous operations.  Normally the tape recorder is not used.  The tape recorder has a nominal and redundant side for sample, clock, and data information.  There are also primary and secondary circuits used to detect the beginning of tape (BOT) and end of tape (EOT).  There is no telemetry information from the TR for an invalid command.  The TR will continue in the mode it was before the failed command.  During the keyhole, the tape recorder is used when the SSR is full, or at the request of the Experimenters' Operations Facility (EOF).  Table 6.20 shows the design parameters for the TR.

	Parameter
	Design Specification

	Record data rate (Kbps)
	54.61

	Dump data rate (Kbps)
	163.84

	Storage Capacity (BOL)
	1 Gbits (~119.2 MB)

	Operating modes
	Record/Reproduce/Standby/ Wind/Rewind

	Memory Bit Error Rate (BER)
	5x10-9

	Input/Output Code
	NRZ-L

	Data format
	Serial LIFO

	Power Consumption (W)
	Reproduce Mode: 14 Max


Table 6.20 TR Design Parameters

The TR has a maximum record time of 5 hours 22 minutes.  The TR has a maximum dump time of 1 hour 47 minutes.  The TR modes and transitions are shown in Figure 6.17 Tape Recorder Modes and Transitions.

Standby Mode


The TR automatically enters standby mode when powered ON.  From this mode, the TR can be commanded to ANY other mode.  If the recorder is in record, wind, rewind, or reproduce mode, the change to standby mode occurs automatically when BOT/EOT is detected.  Standby mode is obtained directly with the command DZTR1SBN.

Record Mode


The TR enters record mode with the command DZTR1CAN, if in standby mode.  The TR remains in this mode until EOT is reached or until commanded into standby.


Rewind Mode

The TR enters rewind mode with the command DZTR1RWN from standby mode.  The TR remains in this mode until BOT is reached, or until commanded into standby.

TR Maintenance


The tape recorder must be maintained throughout the mission so the bit error rate (BER) is NOT degraded.  Through normal usage, (i.e. recording, erasing, reproducing), debris can form ON the tape heads affecting the BER.  Another cause of degradation is leaving the TR OFF or standby mode for long periods.  Therefore, the TR is exercised regularly over the entire length of the tape.  This operation includes sending wind/rewind commands to cycle the tape from end to end (nominally for three full cycles).  If the TR is used as the nominal data recorder, this operation should be performed at least every 100-record/dump cycles (approximately once per month).  The TR is kept at the center of tape (COT) for long-term storage if not used as the nominal data recorder.  If the TR is used as the nominal recorder, the tape position should be at BOT after maintenance.  Due to keyhole operations, the tape recorder is powered ON every three months.  The maintenance is performed every other keyhole period at power ON.
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Figure 6.17 Tape Recorder Modes and Transitions

6.4.2 
Solid State Recorder Operations

The SSR is composed of a powered memory module with error correction capability.  Since the SSR is a type of random access memory (RAM), it must continually draw power to keep the memory banks charged.  If the SSR is powered OFF, all data is lost.  Table 6.21 shows the design parameters for the SSR.

	Parameter
	Design Specification

	Record data rate (Kbps)
	56

	Dump data rate (Kbps)
	160

	Storage Capacity (bits) (BOL)
	2 Gbits (~238.4 MB)

	Operating modes
	Initialization/Standby/Record/

Dump/ Switch On/Failure

	Memory Bit Error Rate (BER)
	10E-6 for 1 Gbits/24 hours

	Input/Output Code
	NRZ-L

	Data format
	Serial LIFO

	Power Consumption (W)
	Record/Dump Mode: 35 Max


Table 6.21 SSR Design Parameters

At launch, the SSR had a maximum record time of 10 hours 39 minutes and maximum DUMP time of 3 hours 43 minutes.  On 13 September 2000, memory unit 15 was switched OFF by the on-board over-current protection.  This memory unit is the outer-most unit, in relation to the exterior of the spacecraft, and is the last memory unit used when recording.  Because non-contact periods are typically not greater than eight hours, this unit was left OFF rather than attempt to switch it back ON.  Memory unit 15 was switched ON 25 June 2003, due to the need for maximum storage capacity during keyhole operations.  On 26 December 2004, SSR memory unit 11 was also switched OFF by the SSR over-current protection.  On 24 January 2005, ESA elected to cycle power ON the SSR in order to verify memory unit 11 was functioning properly.  On 29 April 2006, all 16 memory units switched OFF.  All units were successfully powered ON 4 May 2006.

The SSR includes two cold redundant memory controller paths for commanding and telemetry reception.  Status of the SSR may be seen on the d_ssr_stat_n page for the nominal memory controller or d_ssr_stat_r for the redundant controller.  All DHSS mode transition procedures that involve the SSR have been upgraded to command either controller when necessary.  Figure 6.19 shows the memory stack organization of the SSR.

The memory words use 16-bit formats.  The memory stack is arranged into sixteen memory units, each providing 128 Mbits (16 MB) of data.  Each memory unit is divided into two 64 Mbit (8 MB) memory banks.  Each memory bank is organized into 128 memory pages with 512 Kbits (64 kB) of data.
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Figure 6.18 SSR Memory Stack Organization

Physical Addressing - One 16-bit data word location is addressed with a 27-bit physical address:

· The four most significant bits (MSB) identify the memory unit, which is the physical address of the memory unit.

· The fifth MSB identifies the memory bank

· The next 7 bits, sixth through twelfth, identify the memory page 

· The twelve MSB give the physical address of the memory page

· The remaining 15 LSB identify one location within the memory page

· Only the four MSB, thirteenth through sixteenth, of the 15 LSB’s are provided in telemetry.

Logical Addressing

· The logical address is limited to twelve bits:

· The four MSB identify the memory unit (the logical address of the memory unit)

· The eight LSB identify the memory page (the full 12-bit address is the logical address of the current memory page).

· The user is provided with the full twelve-bit address:

· With the four-bit logical address of the current memory unit

· With the twelve-bit logical address of the current memory page.

The user is only allowed to manipulate, or map logical addresses to physical address.  Only logical memory page selections are made for starting recording or dumping the data.  When performing a dump of the SSR, the pointer will begin dumping data from the top of the logical address memory page, which is actually mapped to a physical address.  Figure 6.19 shows the SSR operating modes and transitions.

Power OFF Mode

This mode is activated after reception of the power OFF command, DCSSNOF for the nominal controller, or DCSSROF for the redundant controller, or in the case of primary power loss.  The memory stack configuration and all user data will be lost after SSR power OFF mode activation.

Initialization Mode

The mode is caused by a power ON command, DCSSNON for the nominal controller, or DCSSRON for the redundant controller, or a reset command, DCSSNRES for the nominal controller or DCSSRRES for the redundant controller. During this mode, NO memory load commands are accepted.  After completion of this mode, the SSR is in the following configuration:

· Memory stack configured with all memory units OFF except on reset command activation 

· Logical addresses equal to physical addresses

· Record/dump memory pointer reset

· Statistics status and counters reset

· Scrubbing enabled

· Memory unit protection enabled

· SSR automatically enters STANDBY mode OR
Failure mode in case of checksum error or critical failure.

· Failure mode lasts less than 10 seconds.

· Failure mode may not be seen in telemetry which updates at 15 second intervals 
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Figure 6.19  SSR Modes/Transitions

Standby Mode
This mode is entered if ANY of the following occur.

· Upon receiving a standby command, DZSSNSBN or DZSSNSBR, during record or dump mode

· Automatically after completion of the initialization mode without failure 

· Automatically after completion of the memory switch ON mode

· Automatically when reaching the end of memory (EOM) in record mode automatically when reaching the beginning of memory (BOM) in dump mode.

Transition to record, dump, or memory switch ON modes occurs only by command and to failure mode only by critical failure.

Record Mode

In this mode, data is stored into the memory starting from the record/dump pointer current position.  This pointer is incremented by one while the stack is filling.  The SSR verifies the current memory page is available before beginning to RECORD data.  If a memory page in a memory unit is OFF, the SSR skips to the next logical memory unit available and continues recording.  If a memory page is switched OFF during recording, the SSR continues recording until the current or next memory page and skips to the beginning of the next logical memory unit available.  If this occurs, the data recorded in the memory unit switched OFF is lost.  Data is only recorded when an active record/dump clock signal is present.  Clock is only present if both the SSR and DHSS are in record mode.  The command to put the SSR into record mode is DZSSNR1N (nominal controller) or DZSSNR1R (redundant controller).  A transition to standby mode will occur if EOM is reached or if commanded.
Dump Mode
In this mode, data is dumped from memory using the LIFO method starting from the record/dump memory pointer current position.  The pointer decrements by one while the data is being dumped.  As in record mode, the memory page status is checked and skipped if necessary.  As with record mode, data is only dumped when an active clock is present.  Both the SSR and DHSS must be in dump mode. The command to put the SSR into dump mode is DZSSND1N (nominal controller) or DZSSND1R (redundant controller). The SSR remains in dump mode until BOM is reached or until reception of the standby command.

Memory Switch ON Mode
When a selected memory unit is requested, the SSR switches ON only the selected memory unit.  The SSR fills all selected memory units with a fixed pattern defined by the command.  The SSR tests all selected memory units and updates the single error failure (SEF)/double error failure (DEF) information given in telemetry.  This detects any memory chip failures or any memory unit interface problem.  If several memory units are commanded ON, the SSR switches ON only the units with lower physical addresses, up to the one defined by command.  Any excess units are switched OFF.  The record/dump memory pointer resets at the end of the memory switch ON mode.  No memory load commands are accepted during this mode.  The switch ON of each memory unit takes approximately 30 seconds.  After completion of this mode, the SSR enters standby mode automatically.  When a memory unit switching ML command with a switch ON status is received, the current scrubbing operation is aborted.

Failure Mode
The SSR enters this mode from ANY mode in the event of a critical failure.  Critical failures include a DEF of the processor RAM, fatal error on the processor function, or any other failures affecting software processing.  When entering this mode, the SSR reports the microprocessor faults register into telemetry, DKSSFSW.  This mode is terminated ON reception of a reset command or a power OFF command.

6.4.2.1 
SSR Maintenance

If the SSR enters power OFF Mode, the memory stack configuration and all user data is lost.  Thus a reconfiguration of the memory stack must be performed.  The management of the stack is maintained through the logical addresses of the memory units.  Memory units that are ON use the lower logical addresses and higher addresses are given to switched OFF memory units.  In addition, any error-sensitive memory units are given the higher logical address among the switched ON memory units.

The memory units are managed according to their logical addresses, but all telemetry data provided by the SSR is related to the physical addresses of the memory units (except the 4-bit logical memory unit address and the 12-bit logical memory page address).  The analysis of these telemetry points is based on the logical configuration of the memory stack, as defined by the memory unit table.

The memory controller of the SSR contains software necessary to run the SSR.  This memory may be dumped using the d_sw_dump procedure.

6.4.2.2  
Intermittent Record

The large gaps during the first few keyholes exceeded recorder capacity and incurred large data losses.  To minimize the data lost between passes, SAAB Aerospace developed the intermittent record (IR) patch to COBS.  This patch creates a FIFO packet buffer of 16384 bytes inside COBS memory and bursts data as VC1 frames to the TR interface in the TFG and further on to the SSR.  Packets that would normally be found in VC0 are actually recorded in a VC1 frame on the SSR.

Currently the FOT uses six intermittent RECORD subsets.  For each subset, SVMHK1, SVMHK2, SVMHK3, SVMHK4, AOCSHK1, AOCSHK2, ATTITUDE1, ATTITUDE2, and software packets are recorded along with certain instrument packets.  The specific instrument packets are selected by using a KNK2C000 memory write command to define a packet selection table in order to choose which of the 288 COBS Block Acquisition Sequences (BAS) will be buffered and subsequently recorded.  The FOT developed a number of new commands to set up predefined packet selection table configurations.  These commands are memory write commands with addresses and data words already hard-coded in the command definition.  A packet buffer margin, or threshold value, is also written to COBS memory via the KNK2CPBM command.  When there is less free space in the packet buffer than the packet buffer margin, a recording burst to the SSR begins.  COBS sends the SSR record command within approximately 50ms before the sequence of transfer frames to be recorded appear the TR interface in the TFG.  Note that the TR interface in the TFG is used to deliver data to both the TR and SSR.  Approximately 50ms after data has appeared on the TR interface in the TFG, COBS sends the SSR standby command.  Over long periods of intermittent recording, the SSR may be activated hundreds of times.  By changing the packet selection table and packet buffer margin, different effective record rates can be achieved.  In Table 6.22 each intermittent record subset is listed.  The name of the subset is based on the instrument call letters.  The selected instruments have all housekeeping and science data recorded as found in VC0 and VC1 only.  The intermittent record patch will work for either the nominal or redundant SSR controller based on the switchable line used, which is defined in group 1.  On the d_ssr_ir_status page, the functioning of the IR patch may be viewed.  

To use the intermittent recording patch, the FOT runs the procedure k_set_intrec to select the desired IR subset.  The process is:

1. Disable the intermittent record patch

2. Allow at least 15 seconds for the IR packet buffer to flush, including record burst to the SSR

3. Set the BAS and packet buffer margin for the selected IR subset

4. Enable the intermittent record patch

Before each keyhole period, the FOT receives an Operations Change Directive (OCD) from the EOF stating the record method to use in the gaps between passes.  Depending on the length of the gaps and opportunities to dump the recorder, the FOT may use different IR subsets, normal recording, or recording on the TR.  For any contingency in the keyhole involving the potential loss of telemetry, the FOT is allowed to fall back to the VGM subset to record.

	Name
	Contents
	Record Rate (Pg/min)
	Pkt Buffer Margin (bytes)
	Total RECORD Time (min)

	VG
	VIRGO,GOLF
	~0.23
	2010
	~17999

	VGM
	VIRGO,GOLF,MDI
	~1.00
	4398
	~4137.4

	VGML5
	VIRGO,GOLF,MDI,EIT/LASCO (Subformat 5)
	~2.20
	8176
	~1897.5

	VGML6
	VIRGO,GOLF,MDI,EIT/LASCO (Subformat 6)
	~3.30
	12296
	~1255.8

	VGMFL5
	VIRGO,GOLF,MDI,CELIAS,EIT/LASCO (Subformat 5)
	~2.50
	9512
	~1703.5

	VGMFL6
	VIRGO,GOLF,MDI,CELIAS,EIT/LASCO (Subformat 6)
	~3.60
	13632
	~1167.7

	Normal*
	All VC0 and VC1
	~6.50
	Not Used
	~642


Table 6.22  SSR Intermittent RECORD Subsets

6.4.2.3  
SSR Patch

The SSR controller memory patch was uplinked on 14 Dec 2005.  The SSR memory patch changes the bits allocated for the SSR SEF and DEF counters.  Before the patch, eight bits were allocated for each. Now there are thirteen bits for SEF counter and three bits for the DEF counter.  This allows the SEF counter to reach a maximum value of 8191 and the DEF counter to a maximum value of 7.  The SSR patch also allows the SEF and DEF counters to be automatically reset.

6.5 
On-Board Time (OBT) Maintenance-General


All on-board clock signals are driven from the ultra-stable oscillator (USO), which is routed and divided, to provide the various frequencies used on the spacecraft.  Refer to Figure 6.20 On-Board Clock Frequencies.
The on-board time clock (OBTC) signal is 2048 Hz, which drives the OBT clock as well as the local OBT (LOBT) clocks in the ACU and experiments.  The OBT clock is a 43-bit register maintained in software for values over one second (32 bits) and in a hardware counter for values less than one second (11 bits).

The data from all the experiments and subsystems are time-tagged with the OBT or LOBT.  The value and corrections of these clocks must be managed to minimize the number of adjustments and overall amount of time it takes to achieve a stable clock signal.  This consequently minimizes the number of time jumps in the science data.

OBT- Temps Atomique International (TAI), which is International Atomic Time from the French name.  Correlation is nominally done three times per day to trend and analyze the OBT drift error.  An OBT initialization is commanded during the recovery from DHSS reconfigurations.  The DHSS reconfiguration causes the OBT to be reset to zero.  After initialization, the OBT is adjusted for higher accuracy, then distributed to the ACU and experiments when operational.  Due to frequency drift of the onboard frequency standard by the USO, the absolute OBT error slowly increases and must be corrected by the FOT.  The USO frequency drift is minimized by a frequency-adjust capability.

Once initialized, OBT maintenance primarily involves clock correlation and time correlation after OE analysis.  Other routine OBT activities are OBT distribution to the ACU, experiment LOBT clocks, and a daily pulse function.

The mission requirement is to maintain the OBT within 20 milliseconds of TAI.  Operationally, the FOT keeps the OBT-TAI delta within ± 5 ms by performing maintenance action (i.e., OBT correction) approximately every 3-4 months (Section 5.3.3).  As a permanent verification, the FOT maintains the absolute time tagging of the telemetry data with respect to TAI to an accuracy of ± 20 ms.

After DHSS reconfigurations, the OBT is initialized as soon as possible.  One or more fine phase corrections are then performed as required, until a point is reached where any drift can be countered by frequency corrections.  From this point, the OEs continue to analyze the OBT correlation reports daily for further adjustments.

6.5.1  
Clock Correlation

The error of the OBT clock relative to TAI is calculated using the TSTOL directive CLKCORR.  This function is described in the POCC SUG (RD 31).  Its use is outlined here:
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Figure 6.20 On-Board Clock Frequencies

· CLKCORR START

· Opens a data sample set file

· Starts process of gathering data

· Calculates clock delta from collected samples over the sample period (a sample is collected every format, or 15 seconds)

· CLKCORR STOP

· Stops data gathering, ending the sample period

· Closes the data sample set file

· CLKCORR INIT

· Deletes all existing clock correlation data sample set files

· NOTE: CLKCORR INIT must be entered annually after the year roll-over (January 1 each year before the first sampling)

· CLKCORR RPT

· Produces the SOHO Clock Delta Report (Figure 6.22)

· Calculates enhanced average clock delta by averaging collected samples of he user-specified sample set file to produce a preliminary mean delta, discards samples outside one standard deviation and re-computes a final clock delta

During data collection, the mnemonic CLOCK_DELTA#CLOCK_CORR displays a coarse value of the OBT error.  The accuracy increases with the number of samples, but the coarse value is not used to perform any fine corrections.  When CLKCORR is running, it compares the OBT packet time with the ground receipt time of the first bit of the same format minus the spacecraft-ground transmission delay.  The error is computed as shown below.

E = OBTTAI - (GRTTAI - RG) + BUD
where:

· E


=
OBT delta, or error, relative to TAI

· OBTTAI
=
time, from OBT packet

· GRTTAI
=
ground receipt time of that first bit at the DSN antenna, converted to TAI

· RG


=
range transmission delay from spacecraft to ground station

· BUD

=
user-defined bias factor, in microseconds (nominally zero)

NOTE:  The clock delta is negative if the OBT clock is behind TAI, positive if ahead of TAI.

SOHO Clock Delta Report (Page 1)

               Spacecraft              
      Ground Receipt       
TLM    
      Range       
 Range Delay 
 Bias       
Data     
Computed Clock
 In

                  Time                   
                Time               
FMT    
     (meters)          
       (msec)      
(msec)      
Qual      
    Delta (msec)
Avg

     ------------------------------
 ------------------------------
----- 

------------------
----------------  
---------      
-------     
---------------------
------

     00-051-16:00:47.192382
 00-051-16:00:19.506936 
HR

1292466631.5 
4311.204273 

0

good

-3.350
yes

     00-051-16:01:02.180664  
 00-051-16:00:34.495204 
HR

1292462506.6 
4311.190514 

0

good

-3.349
yes

     00-051-16:01:17.168945 
 00-051-16:00:49.483471 
HR 

1292458381.7 
4311.176755 

0

good

-3.349
yes

     00-051-16:01:32.157226 
 00-051-16:01:04.471739 
HR

1292454256.8 
4311.162995 

0

good

-3.350
no

     00-051-16:01:47.145507
 00-051-16:01:19.460006 
HR

1292450131.9 
4311.149236 

0

good

-3.350
yes

     00-051-16:02:02.133789 
 00-051-16:01:34.448273 
HR

1292446007.0 
4311.135477 

0

good

-3.349
yes

     00-051-16:02:32.110351 
 00-051-16:02:04.424808 
HR

1292437757.3 
4311.107959 

0

good

-3.349
yes

     00-051-16:02:47.098632 
 00-051-16:02:19.413076 
HR

1292433632.4 
4311.094200 

0

good

-3.350
yes

     00-051-16:03:02.086914 
 00-051-16:02:34.401343 
HR

1292429507.5 
4311.080440 

0

good

-3.349
yes

     00-051-16:03:17.075195 
 00-051-16:02:49.389610 
HR

1292425382.6 
4311.066681 

0

good

-3.348
yes

     00-051-16:03:32.063476 
 00-051-16:03:04.377876
HR

1292421257.7 
4311.052922 

0

good

-3.347
no


Spacecraft Clock Correlation Summary:


Pass Telemetry Station: D16


Range Telemetry Station:  Goldstone  (26 m)


Range Data Filename: H00040.RNG


Average Range (meters): 1292445548.7   


Range Direction:  -    (-) satellite approaching, (+) satellite moving away.


Leap seconds correction: 32000  (msec)


Optionally Supplied Bias: 0     (Default is zero).


Preliminary Mean Delta:   -3.349 (msec)


Standard Deviation: 0.001          


Number of Samples Used In


Final Clock Delta:  9


Final Clock Delta:              -3.349 (msec)


 (S/C time - G/R time)

Figure 6.21 Sample Clock Correlation Reports

6.5.1.1 
Clock Corr Operations

The FOT nominally executes the clock correlation function directives by running TSTOL procedure o_clkcorr.  This procedure issues the “CLKCORR START” directive, waits a predefined period of time (three minutes) and then executes the “CLKCORR STOP” directive.  Next, the “CLKCORR RPT” directive is issued, after which the cctrend script is called.  This script extracts the resulting clock delta and writes it to a file named cctrend.asc in the ~/output/reports directory.  This file serves as the input for the OEs who perform further analysis and trending on the OBT.  If the OBT error is NOT consistent with the expected value, the range file validity is double-checked.  In addition, the T\telemetry and command processor (TCP) at the DSN antenna may be a possible cause, in which case it should be rebooted or replaced.  If the discrepancy cannot be resolved, further investigation is warranted.

The timed WAIT in the o_clkcorr procedure can potentially conflict with any active watch points.  It is best to run the o_clkcorr procedure on a X-terminal to avoid conflicts with a watch.  Workstation 2 has several watches actively running during nominal operations.  Workstation 1 runs an NRT watch running when NRT is ENABLED.

6.5.1.2  
Error Computation Details

The OBT packet is placed in the second VC0 frame in low rate (LR), and in the third VC0 frame in medium rate (MR) and high rate (HR) formats. The OBT contained in the OBT packet is the time provided by the TFG when the first bit of the format left the spacecraft.  Refer to the SUM (RD18) Part 7 for more explanation.

The DSN station time-stamps every transfer frame with a GRT in UTC of the last bit of the frame.  When the transfer frames are put into DSN-GSFC interface blocks (DGIB) or more commonly NASA Communications Network (NASCOM) blocks for transmission to GSFC, the time stamps are removed and converted so the time stamp in the header of each DGIB is now the GRT of the first bit in the data field of that block.  The CLKCORR function in the POCC takes this DGIB header time, converts it from Universal Time – Coordinated (UTC) to TAI, and produces the GRTTAI term of the previous equation.

The transmission delay term, RG, is taken from a range data file the FOT prepares on the CMS from orbit information provided by FDF.  The nominal value for the transmission delay is 5 seconds, giving a round trip light time (RTLT) of 10 seconds.  The range file has the distances from the spacecraft to each DSN ground station for a given time in ten minute intervals. The range file is used to compute the expected RTLT delay during CLKCORR operations.  

The FOT and spacecraft developer have agreed on the drift determination method.  Assuming a constant frequency drift over the nominal sample period of 2.5 days, and trending the frequency error calculated:
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where:  
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E(m) = OBT error calculated by CLKCORR


m = Elapsed time since error was last set to z

The drift can be minimized by using the frequency correction function (section 6.5.1.4.3).

6.5.1.3 
Time Accuracy Correlation


The OBT can be corrected so that difference between the GRT and spacecraft time is zero.  However, due to the non-linear drift of the USO and the resulting error, it can never be maintained to zero.  The maximum value of the fixed part of the error evaluated at a given time t (worst case figures are provided) is represented by

Eresidu=
Eo + EF + Ed


Eo= Eg+Eb+Em+TLSB] is the residual error after OBT correction

Eg
=
Correlation error due to ground system sources only (± 250 µs)

Eb
=
Correlation error due to on-board system only (± 0.5 µs)

Em
=
Resolution of monotonic OBT correction function (± 30 µs)

TLSB
=
OBT resolution (275 µs)


EF
= Residual error due to USO frequency drift determination = EF1+EF2+EF3,

EF1
=Error from frequency correction resolution
=
7.10-11 x t
EF2
=
Measurement accuracy ON the OBT error
=
(Eg+Eb+TLSB)t/n

EF3
=
Frequency drift (error assumed to be constant)
=
0.5At2

A
=
USO drift (aging) = 3.6 x 10-8 over 24 hours



Ed
=Error due to OBT dist. to users and LOBT adjustment by the ACU

=
Ed1+Ed2 where:

Ed1
=
Error due to OBT distribution by DHSS to the user (0.9 ms)

Ed2
=
Error due to LOBT adjustment by ACU (0.5 ms)

NOTE:  Ed is only considered when assessing LOBT errors

The most significant residual errors for OBT correlation, Eo, total approximately 560 µs, so from required performances, the worst-case OBT clock delta from TAI should be known to within nearly half a millisecond.  The predominant error due to ground sources is the accuracy and sampling rate of the range predictions.  The original Flight Dynamics Facility (FDF) concept was to perform orbit determination over a two-week data arc, versus one-week.  This allows more accurate predictions of orbit characteristics so the maximum error due to ground sources should be much less than ± 250 µs.

6.5.1.4  
Time Correction

There are three types of OBT correction functions available:

· OBT Initialization

· OBT Fine Phase Correction

· OBT Frequency Correction

6.5.1.4.1  
OBT Initialization

OBT initialization is a coarse time-setting function necessary when the OBT clock is more than a few seconds off TAI.  For Example, the OBT has to be initialized after a DHSS reconfiguration.  It requires fifteen minutes to stabilize the USO after a DHSS power-on or reconfiguration.  No OBT adjustments or settings should be performed during that time.

The OBT function consists of counters and a delta, which is added to the current count to get the OBT.  The set OBT command (KNK0F000) adds a delta value to the OBT counter.  The three 16-bit hex data words of this command correspond to the signed 43-bit delta time to be added to the OBT (see also COBS Users Manual, RD18, Part 7, Section 6.10.16).  The fine phase correction is used to improve accuracy further.

OBT initialization is performed using either TSTOL procedure k_obt_init or preferably, k_tai_hex.  Both procedures use command KNK0F000 to initialize the OBT.  The difference between the two procedures is that k_obt_init requires the operator to provide all three data words, while k_tai_hex calculates the first two data words by comparing the current OBT to the ground TAI at the POCC.  This procedure uses all zeroes for the third data word, since that word represents fractions of a second, and the OBT initialization is only intended to be accurate to within several whole seconds.  

6.5.1.4.2 
Fine Phase Correction

The OBT fine phase correction is used after initialization and as needed during the mission to synchronize the OBT with TAI.  The OBT fine phase setting command, KNK10000, allows the addition or subtraction of one subtick, 61 microseconds, from a tick (2048 Hz OBTC pulse) of the clock per software cycle (26 msec) for n consecutive software cycles (Figure 6.22).  The number n depends on the magnitude of the OBT error.
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Figure 6.22 Fine Phase Correction Concept

The data word for KNK10000 is a 16-bit hex, signed-integer number of 61 µsec (2-14 sec) subticks to be added or subtracted.  A negative data word means one subtick will be added between two 2048 Hz pulses every software cycle of 26 msec, thus slowing the OBT clock up to the number of subticks in the command data word.  See also the COBS Users Manual, RD18, Part 7, Section 6.10.17.  Conversely, a positive data word indicates the number of software cycles over which a subtick will be subtracted, thereby advancing the OBT.  

The TSTOL procedure k_obt_cor1 is used for OBT fine phase correction.  The procedure input and direction are provided by the OE, with the data word calculated as shown below.  See Appendix Q, FOT Tools that describes a spreadsheet tailored for this purpose.

· The number of subticks to be added/subtracted for the OBT fine phase correction is:

· N
=E(tf)/61.035 (rounded to the nearest integer)

· E(tf)
=

the final clock delta (OBT-TAI), in microseconds
for the latest sample set which should have been very recently calculated
from the current contact.

· tf
=

the time midpoint between the latest sample period

If E(tf) and N are positive, OBT is ahead of TAI, and subticks must be added to retard the OBT.

If E(tf) and N are negative, OBT is behind TAI, and subticks must be deleted to advance the OBT.

The data word for KNK10000 has an opposite sign convention.  A positive value means subticks will be deleted.  A negative value means subticks will be added.

Convert the number N to a 16-bit, hex signed-integer as follows:

· Convert absolute value of N to 16-bit hex number.

· Due to the opposite sign convention of the data word

· If N is negative, simply use the positive hex signed integer
from the absolute value conversion. 

· If N is positive, subtract one and use the complement,
which will be a negative, hex signed-integer.

With only one signed data word, ±2 seconds is the maximum fine phase correction possible for a single KNK10000 command.  The data word is 8000h or 7FFFh.  Such a correction takes approximately 14.2 minutes which is 32768 software cycles at 26 µsec seconds per software cycle) to complete.

SPECIAL CONSTRAINT:  When the VIRGO experiment is ON, it can only tolerate a three parts per million (ppm) or smaller change in the OBTC signal.  This translates into three subticks per minute.  Therefore, a time-tagged load is used to send a series of commands, one executing every two minutes and each correcting three subticks with enough commands to provide the total required correction.  

OCD #1153 details this constraint as provided by the VIRGO team.

6.5.1.4.3 
Frequency Correction
The OBT clock frequency adjustment command, KNK11000, is an on-board function, which adjusts the OBTC pulse, to counteract the tendency of the USO to drift.  The concept is similar to the fine phase correction in that a sub-tick is added or subtracted from the OBTC signal.  However, instead of occurring for n consecutive software cycles until complete, the signal is altered once every m software cycles, thus continuously counteracting the drift. 

The two data words for KNK11000 correspond to a signed integer number, “M”, of software cycles between each 61 µsec sub-tick adjustment.  The sign of the value determines whether to add or subtract the sub-tick.  A positive number means a sub-tick will be deleted, thus advancing the OBT clock.  See the COBS Users Manual, RD18, Part 7, Section 6.10.18.

The TSTOL procedure k_obt_cor2 is used for OBT frequency correction.  The procedure input and direction are provided by the OE with the data words calculated as shown below.  See Appendix Q, FOT Tools, which describes a spreadsheet tailored for this purpose.

The value for M is calculated in the following manner:
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(rounded to the nearest integer)

Mo=

current frequency correction factor on-board

∆M=

the additional correction needed based ON data collected since upload of Mo, 

Defined as: 
[image: image25.wmf]
∆t = drift calculation period, in seconds

∆E = OBT drift over time period ∆t, in seconds

Finally, convert M directly to a 32-bit, hex signed-integer.  In this case, both M and the 32-bit hex value have the same sign.  If M is negative, subtract one and use the complement, to get a negative, hex signed-integer.  The 32 bits are then used as data words for the command KNK11000.

NOTE:
If there is NO current value Mo on-board, simply use the ∆M value for the entire correction, instead of M.

6.5.2 OBT Distribution

The FOT sends the user synchronization command, KNK12000, to have the CDMU distribute the OBT to selected users in order to update LOBT.  Assuming the ground command is executed on-board after some major frame (MF) pulse n, the COBS does the following (Figure 6.23):

· Calculate the OBT at the beginning of the n+2 major frame

· After MF pulse n+1, send this OBT over the OBDH bus to the selected users 

· Upon MF pulse n+2, all affected LOBTs will start from the new value.

The data word for the synchronization command corresponds to a string of bits, which map to the various users of this function as shown in Table 6.23.  A zero means the user will NOT receive the command, and a one means the user will receive the command.  See RD18, Part 7, Section 6.10.19.
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Figure 6.23 OBT Distribution

	BIT
	USER

	1
	AOCS

	4
	CDS

	5
	CELIAS

	6
	CEPAC

	7
	EIT

	8
	GOLF

	9
	LASCO

	10
	MDI

	11
	SUMER

	12
	SWAN

	13
	UVCS


Table 6.23  OBT Distribution Data Word Bit Map

The FOT uses the TSTOL procedure k_obt_dist to perform the user synchronization.  Routine OBT distribution is performed as scheduled in the pass plan.  Nominally, SWAN and CELIAS receive the OBT on a daily basis.  UVCS desires OBT distribution on the first day of every month.  User synchronization is also required whenever an RTU reconfiguration occurs.  Thus, OBT distribution is performed during recoveries from ESR, warm/chilly startups, thermal reconfigurations, experiment LCL monitoring reconfigurations, and CRP reconfigurations.  In these cases, the applicable contingency scripts, Appendix C1, direct the OBT distribution.  Finally, instrument teams may also request OBT distribution as they deem necessary either using an remote command request (RCR), or via an OCD.

6.5.3  
Daily Pulse

The COBS provides a daily pulse function that sends a broadcast pulse (BCP4) over the OBDH bus to all users.  The daily pulse is broadcast with an interval period of one day, 86400 seconds.  Unlike OBT distribution, the daily pulse does NOT actively update the users’ LOBT.  Instead, it provides the experiments an opportunity to assess LOBT accuracy.  The COBS function is enabled or inhibited with the authorize/inhibit function command, KNK0A000.  The OBT of the next pulse is defined with the define next daily pulse command, KNK13000.

The two data words for command KNK0A000 are (RD18, Part 7, Section 6.10.11.):

•
Word 1 = 0064h for ID number = 100

•
Word 2 = 0000h for inhibit; FFFFh for authorize.

The three data words for KNK13000 correspond to the 43-bit OBT for the next daily pulse.  Bit 0 should always be zero and bits 43-47 are unused.  See RD18, Part 7, Section 6.10.20.

The TSTOL procedure k_daily_pulse is used to authorize the function and define its timing.  However, VIRGO has requested the daily pulse never to be changed from its current timing of 30 seconds after TAI midnight.  Thus, the only foreseen FOT activity is the redefinition and authorization of the daily pulse function during DHSS reconfiguration recoveries, as directed by the applicable contingency scripts (Appendix C1).

6.6  
AOCS Operations

6.6.1  
General

The Attitude and Orbit Control Subsystem (AOCS) operates throughout the mission, beginning after separation, to determine and control the spacecraft attitude, and allow open-loop thruster operations to adjust the orbit and manage RW momentum.  The AOCS Attitude Control Unit (ACU) communicates with the DHSS through the ARTU, receiving commands and transmitting telemetry packets.  The DHSS and Failure Detection Electronics (FDE) also communicate directly through the ARTU for commands and telemetry.  The ACU implements control laws, which use various sensors and actuators via one of several operating modes.  Within the AOCS, the ACU distributes commands, collects telemetry, and formats telemetry from the other AOCS components via the MACS bus (Figure 6.24 AOCS Block Diagram).

6.6.1.1  
AOCS Operations

AOCS operations tend to be relatively long and involved sequences of activities with many constraints.  The proper sequence of activities is described in Chapter 5, Normal HOP Activities, corresponding to the desired operation.  Once activities are scheduled, pass plans are generated for console and automation use.  Inserted in the pass plan is a reference to the appropriate operations script used for a particular activity.  This section provides additional operational information about the AOCS and emphasizes some constraints.  Operational constraints are built into the activities and procedures, implemented in the OE tools for command input development, and included in FDF systems and procedures.

AOCS telemetry and commands can generally be broken up into those associated with the ESR mode, and all others.  Since the ACU is disabled during ESR, many FDE telemetry points are received in the low-rate SVM housekeeping packets.  In addition, many FDE functions are commandable directly from the DHSS, instead of through the ACU.

Most AOCS telemetry is downlinked in one of the four AOCS packets that are generated by the ACU, and sent to the CDMU in packet form for inclusion in the downlink.  General AOCS telemetry monitoring is discussed below.  Telemetry pages for the AOCS all have the basic naming convention "A_xxxxxx" with the "xxxxxx" as a descriptive name, e.g., "A_SSU".
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Figure 6.24 AOCS Block Diagram

· There are four (4) types of AOCS commanding:

· Powering ON/OFF units via LCL switching (EPSS)

· AOCS mode switching by commanding of five latching relays (per ACU)

· ACU block telecommands

· CAE/FDE commands.

· There are five (5) groups of AOCS operations:

· L&EO operations

· Commissioning operations

· Routine operations

· Special operations

· Contingency operations

L&EO operations are described in the L&EO Handbook and further detailed in chapter 4.  The ESA SOHO Commissioning Report details the commissioning phase and activities in the early HOP.  Other than health verification, several routine AOCS operations are summarized in Table 6.24, and described below.  Special operations are contained in Table 6.25.

	Activity (Description)
	Frequency

	Updating the roll steering law (RSL) table
	Every 3-4 days

	Changing guide stars/acquiring new tracking stars
	As required

	Monitoring/trending of AOCS parameters 
	Daily

	Roll attitude trim via SSU reference adjustment 
	As required when enabling RSL function

	Update offset to roll telemetry to read absolute roll attitude using the GSOHOE.EXE tool on the IMOC PC
	Each time a new RSL is uplinked

	Update the Hx monitoring limits within the ACU
	Weekly

	Update the CRS drift estimate within the ACU
	Daily

	Monitoring of the PROS B branch pressure
	Weekly outside of maneuver activities


Table 6.24  Routine AOCS Operations

The majority of special AOCS operations are associated with the stationkeeping maneuvers performed approximately every three to four months during the keyhole periods.  In addition, during each keyhole period, the FOT performs a 180( roll maneuver to maintain HGA pointing towards Earth.  Contingency operations (Chapter 7 and Appendix C1) include safeguarding procedures to switch to a backup unit and recovering from ESR mode. 

	Activity (Description)
	Frequency

	SSU CCD background check (Section 6.6.4.2)
	As required

	Stationkeeping maneuver (Section 5.4.3)
	Once/12 weeks (keyhole)

	Momentum management (Section 5.4.3)
	Once/12 weeks (keyhole)

	180( roll maneuver
	Once/12 weeks (keyhole)

	Roll attitude determination (part of maneuver sequence)
	Several times during maneuvers

	Dump ACU memory (Section 6.6.3.2)
	Once/2 months

	Dump SSU memory (Section 6.6.3.2)
	As required during maneuvers, or contingencies

	Set roll and X-axis offpointing flag limits (described below)
	As required by PIs

	Payload calibration offset maneuver (described below)
	As required by PIs

	Set FPSS offsets (Section 6.6.4.1)
	As required by PIs

	Individual thruster burn (Section 6.6.5.1)
	As required

	Update FPSS pitch/yaw limits
	As required


Table 6.25  Special AOCS Operations

6.6.1.2 
AOCS Health Monitoring/Trending

The FOT is responsible for realtime monitoring of AOCS health.  This requires the use of automated POCC tools and manual checking of the specified telemetry pages and plots during the state of health checks.  In addition to these activities, configuration monitor files and limit checking are constantly running during a pass to alert the FOT of any unexpected configuration or out-of-limits conditions via the events monitoring.  All historical data has since been transferred to the ITPS for trending analysis and reports.

6.6.2  
AOCS Modes/Transitions

AOCS modes are used during the mission to provide the necessary AOCS mission functions.

The modes are:
1.
Inactive (IAM)

2.
Initial Sun Acquisition (ISA)

3.
Fine Sun Acquisition (FSA)

4.
Roll Maneuver - Wheels (RMW)

5.
Coarse Roll Pointing (CRP)

6.
Coarse Sun-Pointing (CSP)

7.
Normal Mode (NM)

8.
Emergency Sun Re-acquisition (ESR)

9.
Standby (SBM)

[image: image46..pict]Modes 2, 3, 4, 5, 6, and 7 provide ACU-controlled operations.  Mode 1 (Inactive) and Mode 9 (Standby) provide NO control.  Mode 8 (ESR) provides hardware control by the FDE.  As of 27 September 1999, AOCS Mode 2 (ISA), Mode 3 (FSA), and Mode 6 (CSP) are unused due to the patch of the ACU software for gyroless operations.  Mode 5 (CRP) was defined as part of this patch.  CRP did not exist before gyroless operations.

Figure 6.25 AOCS Modes and Transitions Prior to Gyroless Patch

The allowed transitions between pre-gyroless modes are shown in Figure 6..  The modes above the dashed line in the figure were nominally the only modes used after the first few hours of the mission.  Entering and exiting CSP mode required a transition through RMW.

The current gyroless mode transitions allowed are shown in Figure 6.26.  Transitions through the various modes involve powering new units, setting up COBS functions, and setting interface parameters, etc.  Approved specific procedures must be followed when transitioning between the AOCS modes.
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Figure 6.26 Current AOCS Modes and Transitions

6.6.2.1 
Inactive (IAM) (Mode 1)

IAM is the initial default mode of the ACU software.  Hardware telemetry (watchdog) is available to indicate a normal initialization of the ACU.  NO control functions are performed.  Block commands are NOT executed.

6.6.2.2  
Initial Sun Acquisition (ISA) (Mode 2)

The purpose of this mode was to null the spacecraft/Centaur separation rates, achieve initial alignment of the spacecraft Xo optical reference axis with the Sun line, and control the spacecraft roll attitude.  ISA mode was the first step during ESR recovery with gyros.  Spacecraft Xo pointing is achieved using SAS1.  Roll attitude was maintained using the IRU as the roll attitude reference and thruster actuation was used.  ISA mode is now INVALID, following the gyroless software patch to the ACU on 27 September 1999.

6.6.2.3  
Fine Sun Acquisition (FSA) (Mode 3)

The purpose of this mode was to acquire the spacecraft Xo axis Sun pointing with the FPSS, maintaining the roll attitude acquired during ISA, and spinning up the reaction wheels to their initial operating speeds.  Spacecraft Xo axis Sun pointing was maintained using the FPSS.  Roll attitude was maintained using the IRU as the roll attitude reference and using PROS actuation.  The spacecraft steady state roll pointing requirements were the same in this mode as for ISA.  The FSA mode was active until the transition to RMW mode.  FSA mode is now INVALID, following the gyroless software patch to the ACU on 27 September 1999.

6.6.2.4  
Roll Maneuver-Wheels (RMW) (Mode 4)

Transition to RMW occurs by direct command from ground.  Prior to the gyroless software patch, RMW could have been entered from three modes:  FSA, CSP, and NM.  Following the gyroless software patch, RMW can ONLY be entered from two modes:  CRP and NM.  

The pointing requirements that are needed before transition to RMW depends on the mission phase in progress:

· Transition from FSA or CSP modes to RMW required the Xo Sun-pointing axis attained a half cone pointing accuracy of better than 0.5°, and the absolute roll pointing accuracy was required to be better than 4 arcminutes.

· When entering from Normal Mode and during roll maneuvers, the Xo Sun-pointing axis half cone angle shall not exceed 0.5°, and the roll rate shall not exceed 0.5 °/sec.  There is no requirement on roll angle during this transition.

· The maximum roll rate when entering RMW from CRP is 40 arcsec/sec.  The control laws for pitch and yaw used in CRP are identical to those used in RMW, so there are no additional constraints on these axes.

Other restrictions placed on the gyroless transitions between RMW and CRP or NM are:

· Before entering RMW from CRP, a valid and eligible control star must be tracked by the SSU.  The SSU mode, AKSSUMST, must be either “ST END” or “RST END”, before the ACU allows the transition to RMW.  NOTE:  The ACU software does not require any tracking stars in order to allow a transition to RMW mode.

· When entering or exiting RMW, NO attitude profiles, or Payload Calibration Profile Generator (PCPG) maneuvers are allowed to be in progress.

· Transitions between RMW and NM MUST ALWAYS have the RSL disabled.  RSL is ONLY allowed to be active in NM following the gyroless upgrade.

· Open loop thruster firings are NOT permitted to be in progress during a transition from RMW to NM.  During gyroless operations, open loop thruster firings are NOT permitted in NM or CRP.

The main purpose of RMW prior to gyroless operations was to provide a facility to roll the spacecraft to perform any orbit corrections or maintenance maneuvers and to re-establish the required spacecraft roll attitude while maintaining Xo-axis Sun-pointing.  Initially after launch, this mode was used to acquire the absolute roll attitude using the SSU. 

For gyroless operations, RMW is used for all maneuvers requiring thruster operations (using the A-side propulsion system), including momentum management and stationkeeping maneuvers.  Small roll maneuvers can still be performed in RMW, using the attitude profile algorithm to change the control star reference angle to the required position in the body.  Because this type of profile requires SSU inputs, the control star shall NOT leave the SSU field of view (2.8 degrees).  The steady state rate of a roll in RMW is 20”/s.  Any telemetry bit rate may be used during roll profiles in RMW.

6.6.2.5  
Coarse Roll Pointing - Mode 5

CRP mode was designed and implemented for SOHO gyroless operations.  This mode operates without gyros and without the SSU.  Its primary objective is to avoid a rapid transition from NM or RMW to ESR in case of unavailability of the SSU.  As a secondary objective, the roll angle is maintained close to the position experienced at mode entry, maintaining the HGA position for medium/high rate telemetry.  CRP mode maintains three-axis stability using ONLY the reaction wheels for control (actuation), and both the FPSS and the Coarse Roll Sensor (CRS) as sensors.  This allows CRP to be used for SSU troubleshooting and operations related to uploading of SSU software.  Pitch and yaw control in CRP is performed with the FPSS, in a manner identical to RMW.  CRP mode is also used during ESR recovery scenarios and during closed loop roll maneuvers such as those done during the HGA keyhole.

6.6.2.5.1  
The CRS Principle

The CRS is based on the conservation of the spacecraft angular momentum and the observation of the momentum vector via the reaction wheels.  This CRS principle is further explained by the following key points.

· AOCS controls the spacecraft rates on the pitch and yaw axes to virtually zero, leaving the total spacecraft momentum transverse to the spacecraft-Sun line directly embedded on the wheels.  Therefore, the evolution of this momentum vector can be observed by measuring the wheel speeds and having an accurate knowledge of the wheel inertias and the wheels-to-spacecraft decoupling matrix.

· If control is released on the roll axis, the external disturbance torques are stored as body momentum, i.e., the roll axis has a non-zero rate, causing the body to rotate about this axis with respect to the inertial reference frame.
· The conservation of angular momentum requires that the momentum in the orthogonal reference pitch and yaw axes remains constant.  At low roll rates, the momentum in the orthogonal body axes must change in the spacecraft axes, manifested as the inverse of the rotation of the spacecraft.
The explanation of this principle is based upon several assumptions.

· There are NO disturbance torques acting on the pitch and yaw (Y and Z) axes of the spacecraft.

· The pitch and yaw attitudes of the spacecraft remain fixed in inertial space.
· There is NO transient activity on the pitch and yaw axes.
· The wheel speed quantum is low enough that is does not pollute the measurement.
The space environment does not always follow these assumptions.  Several techniques are incorporated:

· The spacecraft momentum is NOT fixed in inertial space, due to the presence of a long term build up from solar pressure torques.  Also, the geometry of the SOHO orbit and its commanded attitude make the transverse momentum nominally evolving in the spacecraft axes.  Incorporating a CRS drift compensation term to correct for the natural CRS drift solves this problem.  This drift is estimated by an on-board function, regularly activated from the ground using the procedure a_crs_drft_est.  


· Transient activity on the pitch and yaw axes might take place, exchanging transverse momentum with body rates, and thus corrupting the measurement principle.  To deal with this fact, the CRS algorithms are started 40 seconds after the switch into CRP mode, thus minimizing the pitch and yaw attitude transients at this point.  The only remaining transients, namely the FPSS offsets, corrupt the sensor measurements to an acceptable level.
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Figure 6.27 CRS Principle

The wheel speed least significant bit resolution of 5.33 rpm can generate attitude noise up to more than one degree.  To increase the CRS performance, a filtering technique for the wheel speeds is in place for use in the CRS algorithm.  The filtered wheel speeds are represented by the mnemonics AKWDFSP1-4.

When the spacecraft is in either NM or RMW, the effect of external torques and the orbit can be observed directly in the evolution of the wheel momenta.  Therefore, the CRS drift is estimated on a regular basis and used on any subsequent entry into CRP mode.  The drift rate of the CRS is reasonably constant over short periods of time (i.e., less than a week) resulting in a sufficient method to maintain roll attitude within +/- 0.5 degrees of the initial roll angle for the majority of time spent in CRP mode.  

The drift of the CRS, AKCRSDRD, is estimated and stored on-board on a daily basis in both NM and RMW.  This drift is a delta angle in radians, and is added to the reference angle once per compensation period when in CRP.  The compensation period is set to 500 seconds in the AOCS software in order to get observable results.  Several onboard actions are associated with the CRS drift estimation logic:

· The default value of the CRS drift is zero, and the default arming status is “Not Initialized”.

· 2 telecommands are required before the first drift compensation can be computed onboard:

· One to arm, or initialize the function using the procedure a_crs_drft_est
· The second to provide the initial value of the drift using the procedure a_crs_drft_upd
· Approximately 12 to 24 hours of time is needed after initialization to get a legitimate CRS drift compensation estimate.

· Any time the thrusters are fired, the compensation term is invalidated and becomes zero.  The drift estimator is no longer initialized.

· Any time an attitude maneuver is performed, or upon exit from CRP, the drift estimator is NO longer initialized.  The CRS drift compensation value remains unchanged.  If a roll maneuver of greater than 10 degrees occurs, the CRS drift compensation value must be reset prior to the maneuver.

· The commanding period for the on-board drift compensation must occur in a time window of greater than 12 hours and less than 36 hours in order to calculate an accurate drift estimation.

· The ground can override the value used for compensation at any time in CRP, RMW, or NM.

Lastly, it must be noted that a CRS deadband has been introduced.  The deadband avoids the divide-by-zero problem and noisy behavior if the transverse momentum appears too small.  The deadband is the region entered if both the absolute value of Hy and Hz are below 0.5 Nms.

6.6.2.5.2  
CRP Entry from ESR

Several constraints must be imposed on the transition from ESR to CRP, in order to ensure the CRP control laws will be able to stabilize the spacecraft and provide sufficient attitude control.  The roll rate of the spacecraft MUST be less than 200 arcsec/sec worst case, independent of the direction of the roll.  The pitch and yaw rates at CRP entry MUST be less than 40 arcsec/sec on the axis not embedding the reaction wheel momentum (yaw for a RW configuration of 1/2/3 or 1/3/4, pitch for a RW configuration of 1/3/4 or 2/3/4), and 80 arcsec/sec on the other axis.  In order to ensure roll control convergence once in CRP, a minimum of 15 minutes must pass before any attitude trims (profiles) are initiated.

6.6.2.6  
Coarse Sun Pointing (CSP) (Mode 6)
CSP was used prior to the gyroless upgrade for thruster maneuvers and to control the spacecraft attitude during these maneuvers.  CSP was entered from RMW by ground command.  In CSP, the FPSS and IRU were the sensors used to maintain spacecraft Sun-pointing, and to hold roll attitude, respectively.  Thrusters maintained attitude control using on/off PROS actuation.  CSP mode is now unused, following the gyroless software patch to the ACU on 27 September 1999.

6.6.2.7  
Normal Mode (NM) (Mode 7)

The purpose of this mode is to establish and maintain accurate Sun pointing for science operations.  The FPSS and SSU are the sensors used to maintain spacecraft Xo-axis Sun-pointing and hold roll attitude, respectively.  Reaction wheel actuation maintains attitude control.  The pointing requirements for this mode are:

· Considering a fixed commanded attitude of the spacecraft Xo-axis (aiming at aligning the payload optical axes to the Sun direction), the deviation due to the control between the resulting average absolute spacecraft Xo-axis attitude over 15 minutes and its instantaneous position shall not exceed 0.8 arcsec (3 sigma).  The FPSS-sensed Sun direction is assumed coincident with the Sun center of mass, and the mechanical and thermal distortions of the FPSS sensor are assumed as negligible over 15 minutes (effects of sensor non-linearity’s are taken into account).


· The roll absolute pointing error of the roll sensor unit interface reference frame axis with respect to the commanded value shall not exceed 260 arcsec.


· The transition to NM is made from RMW by ground command.  The requirements for entry into NM are:


· Pointing requirements of previous mode (RMW) have been met.

· RMW is in normal steady state operations.

· Spacecraft roll attitude is known and set correctly.

· Reaction wheel momenta are correctly set for the next 8-week period in NM operations (not required for CRP monitoring/RWS monitoring recoveries).

· RSL MUST be disabled.  RSL is only allowed to be active in NM following the gyroless upgrade.

· NO open loop thruster firings are permitted to be in progress.  During gyroless operations, open loop thruster firings are NOT permitted in NM.

· NO attitude profiles are permitted to be in progress.

This largely improves the calibration and trim capability for the experiments.  The limitations on the use of profiles in NM are:

· The magnitude of an attitude profile for the pitch and yaw axes is limited to 2º.

· The control star shall NOT leave the field of view of the SSU.

The maximum steady state rate for a profile along the roll axis is 20 arcsec/sec.

NOTE: The PCPG facility is unchanged by the gyroless upgrades.  However, it is no longer considered an operational function.

The gyroless upgrades impacted NM in other ways.  The SSU and ACU can now handle star swapping without interference to the roll steering law, and without transition to an alternate AOCS control mode.  Additionally, new operational constraints have been implemented:

· The execution of the roll steering law, the PCPG functions, and the attitude profiles must be mutually exclusive in order to avoid accumulating rates on the SSU.


· The roll steering law is defined from the current control star theoretical position each time a new RSL table is loaded.


· The RSL step size is computed by FDF such that on the foreseen nominal control star, the reference star position avoids both pixel centers and pixel boundaries.


· The operational threshold for the off-pointing flag shall be set, or verified, to the desired threshold (baseline at 10 arcsec2) each time the COBS function is activated, and the AOCS flag is cleared.


· The execution of PCPG or attitude profile function in NM on the pitch and yaw axes must be performed in accordance with the experiments, and the COBS experiment warning flag function.  The AOCS off-pointing flag shall be cleared after these activities.

6.6.2.8 
Emergency Sun Reacquisition (ESR)

This mode is entered automatically from any AOCS control mode or by ground command.  As long as the ARO/ESR is enabled, ESR is initiated automatically when any active anomaly detector is triggered.  ESR is the “safe mode” for the AOCS, as it will switch on ACU B, while the FDE uses PROS B.  All other AOCS units, the FPSS, SSU, and wheels, are switched OFF.  In the event of an AOCS failure, the ESR mode re-establishes Sun-pointing from any spacecraft attitude using SAS1B, SAS2B, SAS3B, and the SAS1 “Sun Presence” sensor, and maintains it using SAS1.  The B-side thrusters are controlled by the FDE and are used as necessary to maintain the sun inside the SAS1 field of view.  The ESR roll controller is ALWAYS inhibited, so there is NO on-board roll control in ESR.  The roll rate of the spacecraft is controlled from the ground through open loop thruster actuations.  Pitch and/or yaw braking thruster firings via open-loop may be issued by the ground to maintain the spacecraft’s orbit position during extended periods in ESR.  The requirements for this mode are:

· It shall result, from any spacecraft attitude, in an absolute steady state Sun-pointing error of the Xo-axis of less than 5° per axis.


· It shall result in rates NOT exceeding 1.0 arcmin/sec about the spacecraft Y and Z-axes.


· The first two requirements shall be met within 10 minutes of AOCS or PROS failure detection (or ESR external triggering).


· Roll rate shall be compatible with spacecraft attitude re-acquisition after 24 hours in ESR.


· Once in ESR, the spacecraft shall NOT go out of contact until the wheels have spun down, and roll control has been established by the ground.


· While in ESR, the spacecraft shall NEVER be out of contact for more than 24 hours.


· The reaction time to obtain control once the spacecraft enters ESR shall be less than 1 hour (once low rate telemetry is established and ESR reported).  

While in ESR, the spacecraft is autonomously controlled along the pitch and yaw axes, and any actuation of the pitch thrusters 1B/2B (and to a lesser extent, the yaw thrusters 3B/4B) induces a gradual torque about the roll axis.  These actuations exacerbate the accumulation of a negative roll rate initially started by the spinning down of the reaction wheels.  The gradual increasing roll rate limits the autonomy of the ESR mode to 24 hours, worst case, before the total loss of control. 

Figure 6.28 represents the ESR divergence as a function of the roll rate versus time.  The higher the Hx momentum, the longer the ESR autonomy such that if the Hx momentum is greater than 12 Nms the ESR autonomy will last for about a week.
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Figure 6.28 ESR Divergence

6.6.2.9  
Standby (SBM) (Mode 9)

Standby mode is the ACU mode used to support ESR exit operations.  A transition to CRP mode occurs while the ESR controller is switched OFF.  The ACU accepts commands and outputs telemetry, but exerts NO control on the spacecraft.  This mode allows for the uplink of software patches to, and the performance of health checks on, the ACU.  SBM now implements:

· Reaction wheel spin-up

· The reaction wheels speed controller, to support open loop rate reduction techniques with reaction wheels, exercised to prepare for CRP transition

· The reaction wheels speed filter, to anticipate filter convergence for CRP mode, and to enhance the reaction wheel speeds’ observability.

6.6.2.10 Mode Change Operations

Changing AOCS modes is performed by switching the five mode relays.  Relay 5 is the dynamic enable relay.  First, all relays are switched OFF to begin a mode change.  Relays 1-4 are configured ON/OFF for the next desired mode.  After verification, and a mandatory one second wait, relay 5 is switched ON to read relays 1-4 configuration and enable the new mode.  After the transition to the new mode, relay 5 is turned OFF.  Relay 5 OFF ensures a valid mode is not configured via the relays, in case of an ACU reset.

6.6.3  
Attitude Control Unit (ACU) Operations

The ACU provides the implementation of the attitude control laws, and the main interface between the sensors and actuators, and the spacecraft data handling subsystem by way of the AOCS RTU.  The ACU consists of the following redundant elements:

· AOCS RTU interface

· Processor

· MACS bus interface

· Power conditioning electronics

The ACU provides independent prime (A) and redundant (B) functions, with NO internal cross strapping.

The ACU is connected to all the sensors and actuators through the Modular Attitude Control System (MACS) data bus, except for the SAS.  The ACU is the MACS bus master.  However, ACU A is only connected to MACS Bus A and ACU B is connected to MACS Bus B.  The ACU processor receives data from the external attitude sensors, performs computations required by the attitude control laws, and outputs reaction wheel commands to the wheel drive electronics.  The ACU also provides thruster drive commands to the PROS via the CAE.

6.6.3.1  
AOCS Hardware Configuration Word

The ACU uses the hardware configuration word as its input indicating which sensors and actuators are available to be used.  The hardware configuration word deals specifically with the reaction wheels, IRU, CAE, FPSS, and the SSU.  This is a four-digit hex word, which can be broken into 16 binary bits:

· Bit 1 (MSB) is always zero by definition

· Bit 2 represents IRU C, which is always zero due to gyro failure

· Bits 3 and 4 dictate which reaction wheels are being used for control

· Bits 5 and 6 represent whether CAE-B or CAE-A is in use (0 = OFF and 1 = ON)

· Bits 7 and 8 represent states of IRU-B and IRU-C, both always zero due to gyro failures

· Bits 9 and 10 indicate which of the FPSSs, A or B, are active (0 = OFF and 1 = ON)

· Bits 11 and 12 indicate which of the SSUs, A or B, are active (0 = OFF and 1 = ON)

· Bit 13 represents reaction wheel 4 providing information to the telemetry downlink

· Bit 14 represents reaction wheel 3 providing information to the telemetry downlink

· Bit 15 represents reaction wheel 2 providing information to the telemetry downlink

· Bit 16 represents reaction wheel 1 providing information to the telemetry downlink

For the reaction wheels, note that 0 = ON and 1 = OFF.  Details of the hardware configuration word architecture are shown in Figure 6.29.
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Figure 6.29 AOCS Hardware Configuration

6.6.3.2 
Roll Steering Law Function

The ACU contains a function to allow the roll attitude to be adjusted according to a table, the RSL table, which replaces the roll reference value used for the control star with a value from the table at the specified update period.  FDF provides the input file for this table.  The intended use is to have the +Z-axis of the spacecraft align with the Sun's spin axis such that the experiments always have the Sun image at the same orientation.  The RSL table is uplinked for science purposes only.  It is not required for the spacecraft health and safety.

The RSL table updates to a new reference entry every 22 minutes and 48 seconds (1368 total seconds) for the current guide star when the function is enabled.  With a table size of 400 entries, one full table lasts approximately 152 hours, or six (6) days, seven (7) hours.  The table nominally starts at address 0.  To maintain the 48-hour autonomy requirement of the spacecraft the table is replaced every three (3) to four (4) days.  Operationally, the RSL table is loaded each Tuesday and Friday.  The old table has a least 48-hour of movements left when the new table is uplinked, replacing the old table.

Since the RSL is stored in a circular buffer, a time-tag command must also be uploaded to disable the RSL function when the table ends.  Otherwise, the ACU software will jump back to the first entry of the RSL.  The wraparound to the first table entry would exceed the allowable RSL movement of 135 arcsec.  An SSU single event upset (SEU) would occur resulting in one or more star swaps, and possibly leading to a transition to CRP.  (procedures a_r_str_set, a_r_str_rst and a_r_str_en) 

Additional Notes:
The procedure a_r_str_en calls another procedure, a_r_offz, which trims the RSL offset of the control star to zero.  The procedure, a_r_offz, computes and loads offset values for the tracking stars.  In the event of a lost guide star resulting in a star swap, the offset value is applied to the RSL table, which allows the new guide star to use the RSL table with a non-zero offset applied.

Every time the RSL table is updated, the roll attitude telemetry value, AKARD, must also be updated using the procedure a_rolltm_set.  This procedure requires a current roll attitude value in degrees provided by the OE as an input value.  The roll attitude must be updated because errors are introduced into the AKARD value when the spacecraft position is adjusted by the procedure a_r_offz, and/or when the control star is changed by the procedure a_new_star, which always requires an updated RSL table.

6.6.3.3  
Payload Calibration Profile Generator (PCPG) Function

For a commissioning activity and as required by the experimenters the AOCS Payload Calibration Profile Generator (PCPG) function is used to induce programmable step offsets to the attitude control references in any of the three axes.  The use of this function will be determined amongst the science community and approved by the Programme Office.  However, since this function has not been exercised in-flight since commissioning nor regression tested after the gyroless software upload it is no longer considered an operational function.

6.6.3.3.1  
PCPG Function Description

The PCPG is an ACU software function used to induce a predefined sequence of temporary, cyclic attitude changes in any one of the three axes.  The function is programmable by the ground and is performed as required by the experimenters.  The function executes only while in Normal Mode.  The PCPG function generates an attitude change that looks almost like a sine wave.  The attitude is stepped up by small increments until the desired attitude is reached.  The desired attitude is held for a user-specified amount of time.  The attitude is then decremented until the spacecraft is back at its original attitude.  This attitude is held a user-specified amount of time.  The sequence is then repeated, but in the opposite direction.  This cycle may be repeated as needed. 

6.6.3.3.2  
PCPG Execution

This sequence is defined using the telecommand ABACU219.  Each sequence requires seven parameters:

1. AXIS_SELECTOR - The spacecraft axis about which the maneuver is to take place (roll, pitch, or yaw)

2. DELTA_THETA - The angular increment of each step to make, in radians

3. T_RAMP - the number of angular increments, each of DELTA_THETA

4. DELTA_T - the time to wait between each angular increment in units of 500 milliseconds (half-seconds)

5. T_HOLD - the number of DELTA_T periods to dwell at the desired attitude.  For Example, if the desired dwell is 60 minutes, and DELTA_T is 1200 half-seconds (600 seconds or 10 minutes), T_HOLD is 6.

6. T_ZERO - the number of DELTA_T periods to dwell at the original attitude, before continuing the cycle

7. N - the number of cycles.  The time period between full cycles is also specified by T_ZERO.

Let us consider a maneuver of the following parameters:

1. AXIS_SELECTOR
yaw

2. DELTA_THETA
1.4544E-4 rad (30 arcsec)

3. T_RAMP
20

4. DELTA_T
1200 half-seconds (600 seconds, 10 minutes)

5. T_HOLD
6

6. T_ZERO
2

7. N
2

This translates to a yaw maneuver of 20 steps of 30 arcsecs each, every 10 minutes -- a total of 10 arcminutes of yaw over 3 1/3 hours.  This is held for one hour.  The spacecraft then returns by negative decrements to the original attitude and dwells for 20 minutes.  The yaw is then repeated in the opposite direction.  After returning to the original attitude, there is another 20-minute dwell.  This entire cycle then repeats.

Nevertheless, how is the attitude change actually carried out?  The output of the PCPG function is fed to either the FPSS for yaw and pitch maneuvers, or fed to the SSU for roll maneuvers.

Again consider our Example maneuver.  When the function is first executed, the output of the PCPG function will be a 30-arcsec step.  Since the AXIS_SELECTOR is yaw, this output, PCPG_ANGLE (YAW), is fed to the FPSS processing function (FPSSPF). 

The FPSSPF sums the PCPG_ANGLE and the YAW_ANGLE_REF, a ground specified parameter.  The actual spacecraft yaw angle as determined by the FPSS is subtracted, generating a YAW_ANGLE_ERROR.  Since the step has just occurred, the YAW_ANGLE_ERROR will increase by the PCPG_ANGLE of 30 arcsec.

This error goes through a comparison for X-axis off-pointing, and also goes to the NM control laws.  The NM control laws determine body-axis torque demands for each axis.  This will result in a torque demand on the yaw axis.  This output is then fed to the WDE processing function.

The WDE processing function takes the body-axis torque demands and transforms them to wheel-axis torque demands, using a transformation matrix determined by the hardware configuration word.  After some integer to floating point conversions these wheel-axis torque demands are sent to the WDE via the MACS bus.

The reaction wheels then generate the commanded torque and the spacecraft begins to yaw.  It will be some time before the commanded yaw is reached.  It would be wise to wait an appropriate time (see constraints below) before commanding another step, i.e. DELTA_T must be set accordingly.  

6.6.3.3.3  
PCPG Function Constraints

The maximum permissible roll and pitch rate while AOCS in Normal Mode is 40 arcseconds/second.  To ensure actual roll and pitch rates are approximately half the maximum permissible (a 100% safety margin), the following constraints must be observed (RD18):

· Any step change to the roll reference angle, i.e. SSU output, must be below 90 arcseconds.  It is recommended that the minimum time interval between such steps is 400 seconds.

· Any step change applied to the pitch or yaw output of the FPSS must be below 30 arcseconds.  It is recommended that the minimum time interval between such steps is 400 seconds.

· In order to avoid the possibility of two simultaneous steps it is recommended that calibration of the payload about the roll axis should not take place while the RSL is active.

· In order to avoid the possibility of two simultaneous steps it is recommended that calibration of the payload about the pitch or yaw axes should not be carried out while FPSS offsetting is taking place.

· It is essential that the user does not command an FPSS pointing offset that takes the FPSS outputs through their transitional states at ± 0.5 degs and ± 1.5 degs.  This is because the discontinuity in the input/output transfer function at these points can cause loss of attitude control during Normal Mode operations.  Therefore PCPG function maneuvers and offsetting operations should be limited to the linear range of ± 0.5 degs.  It is recommended that FPSS offsetting should be limited to approximately 10 arcminutes.  NOTE:  Offsets of greater than 10 arcminutes have been performed in the past.

· During Normal Mode, FPSS offsetting and PCPG operations, the roll and Sun off-pointing flags may trigger unless the thresholds used allow for a depointing twice higher than the commanded elementary steps on corresponding axis.

· No attitude profile in progress
6.6.3.3.4  
PCPG Operations

Although the planning of a PCPG maneuver should be done carefully, operations for the on-console FOT will be quite simple.  The procedure a_pcpg_ops is used to program and carry out the PCPG sequence.  This procedure performs the following:

· Verifies a PCPG sequence is not already in progress using a telemetry check.  The mnemonic is AKPCMST.

· Verifies the RSL is disabled although this is only necessary for a roll maneuver.

· Queries for all required PCPG parameters, either by load or manual input.  If parameters are input manually, checks are performed to ensure conformance to the constraints (section 6.6.3.3.3).

· Uplinks the parameters specified.

· Dumps ACU memory at the appropriate location and verifies PCPG parameters.

· Executes the PCPG function (sends ABACU219 with AXIS_SELECTOR = 4) and verifies (AKPCMST = IN PROGRESS).

· While the PCPG is executing, returns ACU memory dump to nominal location.

· Waits for PCPG completion (AKPCMST = ENDED).  Once the PCPG sequence has started, the full cycle must complete.

6.6.3.4  
Packet Types

The AOCS information provided in telemetry is sent from the ACU in one block packaged into four packets spaced throughout the 15-second format, and in the following order:  AOCSHK1, ATTITUDE1, AOCSHK2, and ATTITUDE2.  AOCSHK1 and AOCSHK2 contain housekeeping data and are put into VC0 while the attitude packets are put into VC1 transfer frames.  The contents of the packets may be changed in flight by commanding the use of different packet types via ABACU104.  The available packet types are:

· Type 2 – Nominal configuration

· Type 3.1 – Extended ACU memory dump

· Type 3.2 – SSU mapping dump - standard (medium or high rate TM)

· Type 3.3 – Extended thruster actuation data

· Type 3.4 – SSU mapping dump - early mission (low rate TM).

SUM (RD18), Part 2, Appendix B11 contains details of packet telemetry definitions and allocations.  

6.6.3.4.1  
Packet Type 2

The nominal acquisition of AOCS data is contained in type 2 packets.  This packet type is used throughout the vast majority of the mission.  Packet type 2 contains housekeeping (HK) data in AOCSHK1 and AOCSHK2 and primarily attitude data in the ATTITUDE1 and ATTITUDE2 packets including FPSS readings for every 0.1 sec and SSU readings every second.  The HK packets allow a small ACU memory dumping capability of 16 words per format.  Note: The attitude packets are not available in low rate (no VC1).  Instead, all of the important AOCS telemetry is put into the two AOCS packets.

6.6.3.4.2  
Packet Type 3.1

Type 3.1 has the AOCSHK1 packet and a small subset of the data contained when in packet type 2.  The AOCSHK2 contents and the attitude data is replaced by ACU memory dump data.  This allows a dump rate of 512 words compared to the standard 16-word memory dump provided in type 2 packets.  Packet type 3.1 is used to verify ACU uploads, troubleshoot anomalies, or otherwise as required.

6.6.3.4.3  
Packet Type 3.2

Packet type 3.2 provides an extended SSU data dump to support star mapping during RMW.  SSU mapping data is placed in a 2000-word ACU memory block and downlinked in 250-word segments.  Therefore, eight packets must be collected to receive the entire SSU mapping.  The mapping data replaces the attitude data in the VC1 packets while the HK data remains unchanged.  This may be used several times during roll maneuver operations.  This is normally used for absolute roll attitude determination after every star field reacquisition by the SSU while in medium or high rate telemetry. 

6.6.3.4.4  
Packet Type 3.3

Packet type 3.3 contains extended thruster actuation data for use during thruster-controlled modes.  The additional data is added to the AOCSHK1 & 2 packets while the attitude packets remain unchanged.  Details of the first 117 thruster actuation commands ordered during the acquisition of the packet by the ACU are recorded together with the total number, and duration of actuation, ordered during the acquisition of this packet by the ACU.  This packet type can be used during thruster-controlled operations, but is primarily designated for individual thruster calibration burns.

6.6.3.4.5  
Packet Type 3.4

This is used to recover SSU mapping data during low rate telemetry operations, such as the initial roll attitude determination.  SSU mapping data is placed in a 2000-word ACU memory block, like type 3.2, but is downlinked in 100-word segments.  Therefore, 20 packets must be collected to receive the entire SSU mapping.  Note: The attitude packets are not available in low rate.  Instead, vital housekeeping and the 100 words of mapping data are put into the two AOCS packets.  This packet type is used when determining the initial roll attitude in early mission operations, and for the same purpose when recovering from an ESR.  This is used after every star field reacquisition by the SSU while in low rate telemetry. 

6.6.3.5 
Memory Management

ACU telemetry is monitored throughout the mission.  Periodically, ACU RAM images are dumped and maintained in the POCC (procedure a_acu_dump).  For details on this, refer to section 5.8, Flight Software Maintenance (FSM), and the FSM Operations Agreement.  Note: The SSU memory image maintenance is conducted using a similar procedure (procedure a_ssumemdump).

6.6.4  
Sensor Operations

6.6.4.1  
Fine Pointing Sun Sensor (FPSS) Operations

The FPSS provides fine spacecraft pitch and yaw attitude data for use in all AOCS modes except ISA (ONLY applicable when gyroless software is absent).  There are two units, a prime, (A) and a redundant (B), in cold redundancy.  There is no cross-strapping between the two units.  Each unit consists of a sensor head and an electronics unit.  The sensor head contains all the optics necessary for high-resolution, two-axis, Sun-angle measurement.  The electronics unit contains the signal processing and the interfaces to the ACU and spacecraft power supply subsystem.  The SUM (RD18) Part 2, Appendix B7 contains details on the FPSS.

The sensor head of the FPSS is mounted on the spacecraft Sun-pointing face (+X).  The head has a field of view of ± 2.18 degrees, measured from the FPSS optical axis and about each of the orthogonal measurement axes, Y and Z.  The head provides eight current sinks per channel representing solar aspect angles in both coarse and fine forms.  The four fine currents represent solar aspect angle over the full FPSS field of view, but with an unambiguous range of ± 0.5 degrees.  The four coarse currents indicate, over the full FPSS field of view, within which 0.5° segment of the FOV the Sun position lines.  The electronics unit processes the current outputs from the sensor optical head and provides digital Sun-position information to the ACU through a MACS bus interface.  The current nominal FPSS offset is a –3.3 arcmin (-198 arcsec) offset in pitch.

6.6.4.1.1  
X-axis Off-pointing Flag Threshold Setting

An AOCS function monitors the off-pointing errors in all three axes and set a flag if the threshold is exceeded.  The X-axis off-pointing monitor is not used by the AOCS, but is simply a tool for the experimenters (and FOT) to have a flag in data whenever the pointing exceeds a defined threshold.  The X-axis off-pointing flag is also used by the COBS experiment off-pointing monitoring function (refer to section 6.3.6).  The X-axis off-pointing threshold is the square of the radius of an allowed off-pointing circle (Figure 6.30 X-axis Off-pointing Threshold).

The default X-axis threshold is 100 arcsec2.  Using the figure above, the default radius, R, agreed upon by the experimenters, is 10 arcsec.  If the sum of the pitch error squared, P2, and the yaw error squared, Y2, is greater than the radius squared, R2, then the off-pointing flag would be set high.  In other words, any excursions causing the pointing to exceed the boundaries of the above circle would trigger the off-pointing flag.  The X-axis off-pointing limit is defined within the ACU, in radians2, as Limit = ((R/3600) x ((/180))2.

The limit for a radius of 10 arcsec equals 2.350443E-09 radians2, as displayed in the mnemonic AKFSSXAL.  The FOT TSTOL procedure a_pntg_flags is used to set the limit and clear the flag.  NOTE:  When executing this procedure, the OE provides the desired radius in arcseconds.  The procedure converts this value to determine the limit in radians2, and then converts from a standard floating-point value to 1750 hexadecimal floating-point format.  For the default radius of 10 arcsec, the data words calculated by the procedure are indicated in bold (words 2 and 3) in the command /ABACU214, 0004, 50C2, B7E4, 0000, 0000.
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Figure 6.30 X-axis Off-pointing Threshold
6.6.4.2  
Star Sensor Unit (SSU) Operations

The two adjacent SSUs point along the spacecraft +Z-axis.  The FOV is oriented such that its four-degree FOV is parallel with the spacecraft X-axis, and its three-degree FOV aligns with the spacecraft Y-axis.  Only one SSU is used at any given time (the other is a spare).  Each SSU contains a sensor head using a charge-coupled device (CCD) for detection and optical baffles.  There is also an electronics component for each SSU with its own microprocessor, memory, and software-driven mode control.  The nine modes available are:

· Standby

· Search/track

· Restricted search/track

· Mapping

· CCD test

· Memory test

· Program uploading

· Program downloading

· Reset

The operating mode of the SSU is commanded from the ground via the ACU and MACS bus interface.  The SSU software is automatically downloaded from PROM to RAM upon power up.  After this downloading is verified by the SSU, the PROM devices are turned off and the SSU enters Standby mode.  If the downloading fails, the procedure is repeated up to five times after which the SSU operates from the software resident in the PROM.  The modes are described below but the SSU is a complicated device, requiring OE presence during operations and OE provision or approval of command data inputs.  The SUM (RD18) Part 2, Appendix B5 contains details on the SSU.  Most operations of the SSU are part of an AOCS mode transition sequence, from RMW to NM for Example, and operations are generally specified in scripts written for these activities.

6.6.4.2.1  
Standby Mode

Standby mode is entered automatically at the end of power up, by command from the ground, or automatically from the CCD test, memory test, and reset modes.  In standby mode, the SSU monitors its health status and makes the following data available to the ACU:

· Operational mode and mode status

· Health status

· Focal length of optics

· MACS bus interface/data errors

· CCD temperature

6.6.4.2.2  
Searching/Tracking Mode

This mode is entered by ground command and can be entered from all other SSU modes.  During this mode the SSU detects all stars within a defined search window and above a defined magnitude and can track up to five such stars within the window.  The search window is defined in terms of its center and its limits in SSU FOV coordinates.  A maximum of two previous tracked stars can be retained in search/track mode.

The SSU will first scan the defined window (minimum window is 805 x 805 CCD units, the maximum window is 9660 x 7084 CCD units) for stars above the selected magnitude threshold.  The scan stops when the entire search window has been scanned or the number of stars detected is equal to the number of stars capable of being updated during one 500 msec SSU processing cycle (5 stars).  The positions of the stars are then determined and made available to the ACU on command.  This searching/tracking process takes three SSU processing cycles.  The first star to be detected is designated the ‘control star’ if the SSU does not have a previously defined guide star, and once its position has been determined, it is always updated irrespective of the number of stars present in the search window.

If the entire search window has not been scanned, and the maximum number of stars capable of being tracked has been reached, then the stars, other than the 'guide star' are automatically unlocked after their positions have been determined.  The SSU then continues to scan the search window for other suitable stars, determines their positions, and makes the data available to the ACU.  Once the entire search window has been scanned, the SSU continues to update the positions of the 'guide star' and up to two other detected stars.  This is the tracking process.

The procedure a_ssu_st_set is used to execute the search/track mode.  It requires as inputs the Y and Z coordinates of the center of the window to be used and the length and width of this same window.  Additionally, the operator must provide a magnitude/release word (four-digits hex).  The first two digits of the magnitude/release word represent the minimum star magnitude threshold required for the SSU to retain a star found during a search/track cycle.  The last two digits represent the stars currently being tracked that are retained during the search/track cycle.  Table 6.26 shows the relationship between star magnitudes and the corresponding hex digits.  The general rule of thumb for the magnitude portion is to round the predicted magnitude of the new star to the nearest quarter and then add 0.75.  An additional constraint is nothing lower than 10 be used for the first part of the magnitude/release word.  

6.6.4.2.3 
Restricted Searching/Tracking Mode

This mode is initiated by ground command and can be entered from all other SSU modes.  The procedure a_ssu_st_r is used to execute the restricted search/track mode.  It requires as inputs the Y and Z coordinates of the center of the window to be used, and magnitude/release word.  In this mode, the SSU performs a search/tracking cycle in which one star only can be detected and tracked in a 0.5 sec period as opposed to the usual 1.5 seconds for the search/tracking cycle.  A fixed 8x8 pixel search window is used.  Before entering this mode the position and magnitude of the star to be detected and tracked must be accurately known.  Stars tracked prior to entering this mode may continue to be tracked during this mode, but the number is limited to four.

6.6.4.2.4  
Mapping Mode

Mapping mode can be entered from all other SSU modes.  Up to two stars already being tracked prior to entry may continue to be tracked during mapping mode.  The procedure a_ssu_starmap is used to execute the SSU mapping mode.  

	Star Magnitude (Mv)
	Corresponding Hex Digits

	2.00
	0000

	2.25
	0100

	2.50
	0200

	2.75
	0300

	3.00
	0400

	3.25
	0500

	3.50
	0600

	3.75
	0700

	4.00
	0800

	4.25
	0900

	4.50
	0A00

	4.75
	0B00

	5.00
	0C00

	5.25
	0D00

	5.50
	0E00

	5.75
	0F00

	6.00
	1000

	6.25
	1100

	6.50
	1200

	6.75
	1300

	7.00
	1400

	7.25
	1500

	7.50
	1600

	7.75
	1700

	8.00
	1800


Table 6.26  Star Magnitude Hex Values

During mapping mode the SSU maps the entire field of view using a search pattern, which starts at the center of the FOV and continues in a spiral to the extremes of the FOV (Figure 6.31).  On mode entry, the SSU locates an elementary search window, (ESW), 64x48 pixels in size, in the center of its FOV and carries out a search/tracking cycle as described in search/track mode above.  The first star to be detected and tracked is designated the ‘control star’.  This only occurs if no stars were retained from the previous mode.  The position of the ‘control star’ is updated every 0.5 seconds throughout the mapping process of the entire FOV.  When the search of the ESW is completed, the SSU autonomously relocates to the next ESW in the spiral, and carries out another search/track cycle, releasing any tracked stars except retained stars, or the first-found 'control star'.  The search/track cycle progression is performed 36 times, after which the entire FOV will have been searched.  At the end of the search/track cycle, the SSU can be tracking up to five stars.  Those stars could be the first-found 'control star' and up to four new stars found in the last window searched during the mapping.
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Figure 6.31 SSU Mapping Pattern

6.6.4.2.5  
CCD Test  

This charge coupled device (CCD) test mode is initiated by ground command and should be entered only when the AOCS is in CRP.  When the SSU enters the CCD mode, all of the tracked stars will be lost.  The test consists of physically stimulating a known area of the CCD with an LED.  The resulting image is compared with a reference.  After the test, the SSU automatically reverts to standby mode, where the result of the CCD test is reported in the health status word.  The report is made available to the ACU on request.  The CCD mode is never expected to be used during the mission except to investigate an anomalous condition.

6.6.4.2.6  
Memory Test

The memory test mode is initiated by ground command and should be entered only when the AOCS is in CRP.  When the SSU enters this mode, ALL of the tracked stars will be lost.  In the memory test mode a check is made on the data storage RAM and interface RAM.  At the end of the test, all data relating to previous modes is erased and the SSU reverts automatically to standby mode.  The results of the test are reported in the health status word made available to the ACU on request.  The memory test mode is never expected to be used during the mission except to investigate an anomalous condition. 

6.6.4.2.7  
Program Uploading

Program uploading mode is initiated by ground command and should be entered only when the AOCS is in CRP.  When the SSU enters the program uploading mode, ALL of the tracked stars will be lost.  In the program uploading mode, code or data may be uploaded from the ground via the ACU and the MACS bus interface.  Uploading may only take place when the SSU software is resident in RAM.  The program uploading mode should normally not be used in flight.  If it is to be used, the OE MUST be present.

6.6.4.2.8  

Program Downloading

Program downloading mode is initiated by ground command and should be entered only when the AOCS is in CRP or STANDBY mode.  When the SSU enters this mode, ALL of the tracked stars will be lost.  During this mode, consecutive words of code may be downloaded to the ground via the ACU and the MACS bus interface.  The program downloading mode may be used to dump an image of the SSU RAM as part of the flight software maintenance task.


Note: SSU memory is referenced by byte instead of an address word.  When the program downloading mode is entered, the SSU sends 26 bytes of data to the ACU buffer especially reserved for this function.  The data is transferred at a 2 Hz rate until the ACU buffer is full (AKSSUBUF = FULL), which is 2040 words.  At this point, the SSU automatically goes to standby mode and the data in the ACU buffer must be dumped to ground by packet type 3.1 or type 2 standard memory dump before repeating the sequence as many times as needed.

6.6.4.2.9  
Reset

A software reset is initiated by ground command and never should be performed while in RMW or NM mode.  When the SSU enters the software reset mode, all of the tracked stars will be lost.  All data relating to the previous modes is erased with output interface buffers reading FFFFh.  At the end of the software reset mode, the SSU reverts automatically to standby mode.  Any time the SSU is reset, SSU patch 2A needs to be uplinked into the SSU memory.

6.6.4.2.10  
SSU Single Event Upset Function

A function has been implemented within the ACU to allow handling of SSU SEUs without triggering ESR.  The SSU SEU function is always enabled when using the gyroless software.  The following events trigger the SEU flag variable within the software algorithm: 

· An SEU in SSU memory

· A CCD SEU, pixel blemish, celestial occultation, etc., that
causes the guide star indication to be anything but VALID

· The SSU is in a mode other than search/track, restricted search/track, or mapping.

Upon detection of any of the previous events during the SSU cycle, the staircase filter counter (AKSEUCNT) is incremented by a predefined count.  If another event is detected during the next SSU cycle, a second counter increment occurs.  If no event is detected during an SSU cycle, then the counter is decremented by a predefined count.  The maximum value reached during the format is reported in AKSEUMAX.  Any time the counter increases higher than the filter threshold (AKSEUTH) a flag is sent to the ACU indicating an SEU has occurred.  The ACU declares the current guide star NOT ELIGIBLE (AKGLELx).  Control is then swapped to an eligible backup star.  A backup star is defined as a tracking star, which has been declared eligible, including a validity check, by the ground, based upon the star’s coordinates and visual magnitude.  The ACU swaps through the eligible stars in order of the star slot identification number, beginning with slot 1.  Once a star swap has taken place mnemonic, AKNSWAPS increments.  The control reference for the backup star is determined from the roll steering law reference with an offset from the original guide star location (Figure 6.32 SSU Control References).

If the ACU tries to swap from the current control star and there are no other valid and eligible stars available, the CRP flag (AKMDSCRP = DETECT) is raised.  Once the CRP flag is set, the COBS CRP flag monitoring function transitions the AOCS to CRP mode.  

6.6.4.2.11 
SSU Z-Spike Filter Function

Additionally, the ACU incorporates a Z-coordinate spike filter.  This filter rejects the control star Z-coordinate if the difference between the current measured coordinate and the measured coordinate from the previous cycle is higher than a predefined threshold (AKZFILTH).  The SSU then retains control from the old Z-coordinate measurement.  This filter works for two consecutive formats, but if the third reading is also beyond the threshold, the SSU moves control to the new coordinate position.  This movement can trigger a roll anomaly.  If the control star becomes lost by the SSU, a star swap can be triggered.  The mnemonic AKZSPIKE represents the number of times this threshold is violated, but occurs for only two consecutive formats or less.
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Figure 6.32 SSU Control References

6.6.4.2.12 
Changing the Guide Star

If the new guide star is not already being tracked, it is acquired using coordinates and a star magnitude provided by FDF.  This star is then designated as the control or guide star within the SSU by using an ABACU213 command.  Once a new guide star is selected, the new RSL table built specifically for the new guide star MUST be uploaded to the ACU.  Once the RSL function is enabled, the roll TM offset is updated using an absolute roll angle in degrees provided by FDF.  The OE must be present while providing search parameters for the new star and verify the commands sent.  Refer to the nominal operations script Guide Star Change in NM for details.

6.6.4.2.13  
SSU CCD Background Check/Bad Pixel Check

Periodically, the background level of the SSU CCD must be tested.  It is recommended this be performed with the dimmest star being tracked within a magnitude range of 5.20 to 5.95.  FDF may perform this check as often as every eight weeks, and most likely whenever a new guide star is selected, for additional data.  The FOT may also perform this check using the procedure a_ssu_ccd_asm.  If the magnitude thresholds must be updated, the FDF will send a table of new values to the FOT.  The FOT builds this into a CMS load including calculating new checksums for the SSU memory.  The FDF also performs checks of the CCD for bad pixels.  CCD readings should not require FOT operations since FDF uses readings taken before and after roll maneuvers and trims.  

6.6.4.2.14  
Roll Off-pointing Flag Threshold Setting

An AOCS function monitors the off-pointing errors in all three axes and sets a flag if the threshold is exceeded.  The roll attitude off-pointing monitor is not used by the AOCS, but is a tool for the experimenters and the FOT to have a flag in data whenever roll off-pointing exceeds a threshold.  The experimenters agreed on the default roll threshold of 60 arcsecs, which is 0.00029 radians.  If the spacecraft rolls more than 60 arcseconds, the roll off-pointing flag is raised by the ACU.  The TSTOL procedure a_pntg_flags is used to define the threshold and clear the flag.  The OE provides inputs to this procedure in arcsec for the threshold.  The procedure calculates the necessary data words for the command.  The default command and data words are ABACU213, 0007, 4C4F, 63F5.  

6.6.4.3  
Inertial Reference Unit (IRU) Operations

When functional, the IRUs provided roll attitude data for roll control of the spacecraft in all ACU based control modes (prior to the gyroless software patches) except for Normal Mode.  They also provided roll rate data for failure detection and roll rate control during ESR.  Each IRU package consists of two gyros and two electronic channels.  The FDE gyro output processing could have been set to low gain (input range: ±1.25°/sec), used with the Roll Rate Anomaly Detection (RRAD), or high gain (input range: ±0.36°/sec), used with the Roll Attitude Anomaly Detection (RAAD).  The electronic channel associated with each gyro provided heater and temperature control, drive circuitry, signal conditioning, interface electronics, and power conditioning.  When used, two gyros had both channels functioning (IRU-A and IRU-B) while the other (IRU-C) had only one channel in operation.  The SUM (RD18) Part 2, Appendix B6 contains details on the IRU.

IRU-A and IRU-B have an interface with the ACU and the FDE, while IRU-C only has an interface with the ACU.  The interface with the ACU is through the MACS BUS.  The interface with the FDE consists of a hardwired analog signal.  Each channel has an analog output, which is sent to the FDE, and a digital output that is sent to the ACU.  However, a single IRU channel cannot have its outputs used by the ACU and the FDE at the same time.  If the digital output of channel A is being used by the ACU, then the analog output of channel B must be used by the FDE and vice versa.  The signal received at the FDE is used for failure detection and ESR roll rate control.  The signal to the ACU carries roll attitude data and status data.

6.6.4.3.1.1  
Nominal Operations

Gyros were used for all modes except Normal Mode.  After switching to Normal mode to begin a period of science operations, the gyros were spun down to prevent unnecessary wear, since they were not required.  IRU-A was left powered ON, but not spun up to allow quick use in the event of an ESR.  IRU-C was also left powered ON to allow quick use in case the SSU SEU function was triggered, and the AOCS transitioned to RMW.  When preparing for a maneuver, the gyros used to be turned ON and spun up.  These procedures were covered in the maneuver sequence activities.

6.6.4.3.1.2  
Gyroless Operations

As of December 1998, all of the gyros on SOHO were declared dead.  As a result, several new patches were developed for gyroless flight operations.  This software created one new AOCS mode, and altered the existing Normal and RMW modes.  ESR remains unchanged, except there is now no autonomous roll control in ESR.  Additionally, both RRAD and RAAD functions of the FDE are now obsolete and will never be used.  The details of the gyroless software for both the ACU and COBS, are specified within the appropriate sections of this document, and identified as necessary.

6.6.4.4  
Sun Acquisition Sensor (SAS) Operations

Three SASs are photodetectors providing coarse Sun position information, and also a Sun-presence signal from SAS-1.  SAS analog data is conveyed through the FDE (AXFD05 – 10).  SAS digital data is conveyed through the CAE (AKSAS1A, AKSAS1B, AKSAS2A, AKSAS2B, AKSAS3A, AKSAS3B).  The SASs were only used in the control law during ISA.  ISA is only applicable when gyroless software is absent.  SAS-1 points along the spacecraft +X-axis.  SAS 2 points along the spacecraft +Z-axis.  SAS-3 points along the spacecraft –Z-axis.  In ESR, the B-side of the sensors are used for Sun-position information.  If the Sun presence condition is true, the outputs of the other two (2) SASs are inhibited, since the Sun is out of their FOV.  If the Sun-presence signal is lost, SAS-2 and SAS-3 B-side signals are used to detect the Sun and re-point the +X-axis back toward the Sun.  Once the Sun is back in the FOV of SAS 1, ESR should converge the Sun-position to the center of SAS-1 FOV.

6.6.4.5 
Attitude Anomaly Detector (AAD)

The AAD is mounted on the spacecraft Sun-pointing +X axis and provides Sun-presence flags for failure detection purposes.  Within the AAD are two sensors, the Coarse Sun-Pointing Attitude Anomaly Detector (CSPAAD) and the Fine Sun-Pointing Attitude Anomaly Detector (FSPAAD).  Each sensor provides an output when the Sun is within its field of view.  

The CSPAAD was used during ISA for excessive pitch and yaw attitude detection following spacecraft/launcher separation, and following SAD.  This detector has a field of view of 25° ± 0.5° half cone angle.  If the Sun left the FOV of the CSPAAD during ISA, then an excessive pitch or yaw attitude would have been indicated and an ESR maneuver initiated before rates could build up such a magnitude that the SAS signals alone could not be used.  

The FSPAAD was used when the spacecraft is in fine Sun-pointing modes.  Its field of view is 5° ± 0.5° half cone angle.  Its output is monitored by the FDE.  If the output indicates the Sun is not in its field of view, then an attitude control failure is deemed to have occurred and ESR is initiated.  This detector has been declared non-operational and is no longer used.

The AAD consists of two photovoltaic detectors with a field of view constrained by baffles.  The baffles of one channel do not interfere with the other channel’s field of view.  There is no interconnection between the two channels.  

6.6.4.5.1  
Nominal Operations

There are no direct commands for the AADs.  Their use is enabled/disabled through the FDE (Section 6.6.6).

6.6.5  
Actuator Operations

6.6.5.1  
Propulsion Subsystem (PROS) Operations

The propulsion subsystem (PROS) uses monopropellant hydrazine thrusters which, when commanded by the AOCS, can be fired in a continuous mode or pulsed mode.  Control and monitoring of the PROS is provided by the CAE.  The thrusters are fired to execute the following main tasks in transfer and halo orbit:

· Both initial and emergency Sun acquisition

· Velocity increments (delta-Vs) to correct for the launcher transfer orbit injection errors and to adjust the transfer orbit by means of a mid-course correction, if needed.

· Maintenance of the halo orbit during spacecraft's lifetime

· Wheel off-loading during the transfer and operational orbit.

The thruster configuration consists of eight pairs of thrusters, each pair consisting of a nominal (A) and redundant (B) thruster.  Velocity increments on the spacecraft are performed using the following thrusters:

· Thrusters 1 and 2 for -X velocity impulses

· Thrusters 3 and 4 for +X velocity impulses

· Thrusters 5 and 6 for -Z velocity impulses

· Thrusters 7 and 8 for +Z velocity impulses

Torques on the spacecraft are performed on the spacecraft with the following thrusters:

· Thrusters 5-8 for roll torques

· Thrusters 1-2 for pitch torques

· Thrusters 3-4 for yaw torques.

NOTE:  Thrusters 7 and 8 were never recomissioned after the mission interruption and are no longer used in operations.  Thrusters 5 and 6 are used instead.

The thrusters are fired through the CAE's control of the eight flow control valves (FCV) in each PROS branch.  The CAE uses flow control drivers to control these valves.  The drivers can operate the flow control valves for long periods (continuous), or for well-controlled short durations (pulsed) with a minimum period of approximately 30 milliseconds.  The flow control valve timing is controlled by the ACU via commands sent to the CAE along the MACS bus.  

Before the loss of the gyros, to execute a thruster firing the ACU loaded the required thruster on-times and delay times for each FCV to be fired (only non-zero values needed to be loaded).  The ACU then sent the necessary MACS bus RC transactions to cause the CAE to load the firing data from the MACS bus input buffers to the actual firing buffers.  At this point, the CAE carried out the required thruster commands and cleared the MACS bus input buffers.  The process could be repeated indefinitely.

Presently, to fire the thrusters, the ABACU201 command must be used.  Only one axis is acted on at a time during maneuvers; delta-V burns ONLY act in either the +X-axis or the –X-axis (with pitch and yaw compensation).  Each ABACU201 command can fire up to four thrusters, specifying for each the thruster:  the start time, pulse duration, repetition count, and repetition interval.  The ACU stores the uplinked commands in a thruster command block and executes each command when the associated delay time elapses.  The delay time is calculated on telecommand receipt as the period between the current LOBT and the command start time.  This command is only sent in RMW or ESR/SBM.  Since the thruster commands are generated by the ground, it is essential to have performed detailed analysis of the effects before uplink (a task usually performed by FDF and verified by the OE).  To abort a currently executing ABACU201 command, use the ABACU002 command to write a value of 0000 hex to the address of the thruster command block in progress (refer to SUM document SH-Bae-MA-4454 “Annex to Software User Manual” for further details).  

When using the ABACU201 command, its contents can be verified by checking the contents of the thruster command block in the ACU software.  This portion of the ACU memory consists of 49 words.  The first word of the thruster command block is a Boolean In_Progress.  It is followed by eight thruster elements of six words each.  Each thruster element consists of the following five fields:

· Selected 
Boolean

· On_Time 
Integer


· Delay_Time 
Long_Integer

· Rep_Count 
Integer


· Rep_Interval 
Integer


The thruster command block starts at ACU memory address 0xA1B0 and ends at address 0xA1E0.  Its subfields start at the following addresses:

· 0xA1B0
In_Progress

· 0xA1B1
Thruster 1 data

· 0xA1B7
Thruster 2 data

· 0xA1BD
Thruster 3 data

· 0xA1C3
Thruster 4 data

· 0xA1C9
Thruster 5 data

· 0xA1CF
Thruster 6 data

· 0xA1D5
Thruster 7 data

· 0xA1DB
Thruster 8 data

As soon as the ABACU201 is accepted by the ACU, the Boolean In_Progress is set to TRUE (during the delay before the first pulse).  Note: The regular memory dump only shows 16 words, so four telemetry cycles are needed to dump a complete thruster command block.

6.6.5.1.1  
Nominal Operations

During the majority of the mission, thrusters are not used.  Stationkeeping maneuvers are performed using a block command, ABACU201, in a large sequence of activities.  Refer to the nominal operations script, Station Keeping in RMW, for detailed descriptions of thruster use.

6.6.5.1.2  
Individual Thruster Burn

The ability to use the ABACU201 command was originally designed to use an individual thruster firing for thruster calibrations or for contingency procedures.  The procedure a_indthrfire was used.  Now due to the loss of the gyros, this command sequence has become the normal method used for all stationkeeping and momentum management maneuvers.  The OE provides the input data for the command load based on FDF inputs.  If at any point during a thruster maneuver an anomalous situation develops, the FOT will run the procedure, a_inthr_abort, to inhibit all thruster firings. 

6.6.5.1.3  
Reaction Wheel (RW) Operations

The reaction wheel unit (RWU) consists of four reaction wheel assemblies (RWAs) and a WDE unit, which has a separate drive channel for each RWA.  The reaction wheels are the actuators used during the majority of the mission to achieve and maintain fine attitude control.  Three reaction wheels are used for three-axis control with the other on cold standby in case of a failure.

The wheels are mounted on the spacecraft service module such that the axes of the wheels form a tetrahedron whose main axis of symmetry is along the spacecraft X-axis.  Each wheel is canted at 61.2° to the spacecraft +X-axis with one wheel in each of the +XY-, +XZ-, –YX-, and –ZX- planes.  There is no cross strapping between the RWAs and the WDE drive channels.

The drive channels accept wheel torque demands from the ACU through the MACS bus and converts them to wheel drive signals.  This signal consists of a wheel drive current and a torque polarity signal.  The drive channel receives back from the RWA the wheel speed signal and the wheel direction of rotation signal, which are forwarded to the ACU.  The SUM (RD18) Part 2, Appendix B4 contains details on the RWU/WDEs.

6.6.5.1.3.1  
Nominal Operations

Besides normal telemetry health monitoring, the reaction wheels operations consist of periodic momentum management maneuvers and a daily adjustment of the COBS reaction wheel speed monitoring limits.  Wheel speeds must be kept away from the zero speed region to avoid possible stiction (static friction) problems, and the +4100 rpm maximum speed.  Operational limits imposed are to avoid wheel speeds slower than +190 rpm, or faster than +4000 rpm.  Momentum managements are accomplished by switching to RMW mode, where FDF inputs are used to generate appropriate ABACU201 commands, which are used to fire the thrusters.  The ACU attitude control laws maintain the spacecraft stability and the current attitude, thereby transferring momentum.  

6.6.5.1.3.2  
Reaction Wheel 4 Maintenance

Nominally, wheels 1, 2, and 3 are used for attitude control.  Wheel 4 acts as a backup.  It was decided before launch that maintenance should be performed on wheel 4 every six months.  This maintenance basically consisted of spinning down RW2, replacing RW2 with RW4 in the control loop, and spinning it up to 2000 rpm for 30 minutes to test stability.  RW4 would then be spun down, replaced by RW2 in the control loop, and RW2 would be spun back up to nominal speed.  RW4 maintenance was only performed in conjunction with a momentum management maneuver.  Details are provided in the nominal operations script Momentum Management in RMW.  

As of July 2000, reaction wheel 4 maintenance is no longer performed.  The redundant thrusters used for attitude control in ESR are supplied by the same power bus as wheel 4.  If this power bus fails while wheel 4 was being used for attitude control, then wheel 4 would spin down due to friction and the pointing would be lost.  ESR would trigger once the spacecraft pointing was lost, but would fail to respond properly because FCV B would not be supplied with power.  The result would be the loss of the spacecraft.  Therefore, the use of wheel 4 for attitude control constitutes a single point failure.

Before the loss of the gyros, wheel 4 maintenance was done in CSP.  Wheel 4 was not used for control during its maintenance and the single point failure case did not apply.  Even if the AOCS PDU Bus 4 failed, and wheel 4 spun down since it was not being used for control, ESR would never trigger.  

6.6.6  
Failure Detection Electronics (FDE) Operation

The Failure Detection Electronics housed in CAE-B is responsible for the implementation of all failure detection functions.  No redundancy is provided for the FDE since its functions are only required following a failure elsewhere in the system and a double failure tolerance is not required.  The failure detection function is capable of monitoring the outputs of the AAD, one of the gyros, and the PROS main tank pressure transducer in order to detect failures or anomalies in the subsystem behavior.  There is also a Time Out Detector (TOD) function once the FDE power converter is powered up after separation in which it counts to zero in 228 seconds.  If at that time the FSPAAD pointing is out of limits, an ESR is triggered.  Since April 23, 2008, the FSPAAD has had an anomaly in which the FSPAAD status mnemonic, ASFD64, permanently indicates DETECTED which means loss of Sun.  For this reason the corrective action for the FSPAAD has been disabled.  In place of the FSPAAD pointing detection protection, standard monitoring channels 24 and 25 are being used to monitor the FPSS Sun presence bits and will trigger an ESR the FPSS loses the Sun.

The FDE can detect the following anomalies/failures:

· CSPAAD - the Sun is out of the field of view of the coarse Sun pointing channel of the AAD (± 25.0  ± 0.5, degrees).

· FSPAAD - the Sun is outside the FOV of the fine Sun pointing channel of the AAD (± 5.0 ± 0.5 degrees).  This function is NOT used.

· TOD - Failure to complete initial Sun pointing, i.e. within the FOV of FSPAAD, within a preset time after separation from the launcher, after solar array deployment, or after ESR recovery.  

· RRAD - Failure to maintain the magnitude of the roll rate below a preset threshold.  This function is NOT used now that the gyros are all dead.

· RAAD - Failure to maintain the magnitude of the roll attitude below a preset threshold.  This function is NOT used now that the gyros are all dead.

· Pressure Anomaly Detection (PAD) - An unexpected fall in the PROS main tank pressure below a preset limit (i.e., an unexpected usage of propellant).  This function is NOT used operationally. 

Each of these anomaly detection mechanisms can be enabled or disabled by ground command.  If any of the previous anomalies are detected and the ARO/ESR function is enabled, the FDE automatically initiates a reconfiguration sequence.  The reconfiguration sequence is defined in an Automatic Reconfiguration Order (ARO) that leads to entry into ESR.  If the anomaly detection mechanism is inhibited, the occurrence of the anomaly is still detected and the anomaly state is available in the RTU telemetry.  The majority of FDE operations are scripted as part of contingency procedures, such as ESR recovery.  Refer to SUM (RD18) Part 2, Appendix B3 for command and telemetry operations of the FDE.

6.6.7  
Operations Requiring OE Input/Approval

The OE shall perform several calculations, analyses, or inputs for many AOCS operations, and must approve preparations for other operations.  Many of these involve the calculation of data word inputs for block commands.  Additionally, the OEs direct the operations during all maneuvers and special activities.  All AOCS operations, which are not routine or not clearly defined in the pass plan, MUST be reviewed by the OEs, without exception.

6.6.8  
AOCS Software Upgrades/Patches

	Patch ID
	Description/Function
	Status
	Date Implemented

	ACU 1
	Flight code – burned into the PROM prior to launch.
	Active
	Launch

	ACU 2
	Flight code – burned into the PROM prior to launch.
	Active
	Launch

	ACU 3
	Flight code – burned into the PROM prior to launch.
	Active
	Launch

	ACU 4
	Flight code – burned into the PROM prior to launch.
	Active
	Launch

	ACU 5
	SSU SEU Staircase Filter – adds an adjustable staircase filter threshold for the number of consecutive SSU software cycles an SSU SEU is detected before the ACU responds.
	Not Loaded – Incorporated into ACU Patch 8 (gyroless) which is active
	14 March 1996

	ACU 6
	SSU Z-coordinate Spike Filter - rejects the control star Z-coordinate if the difference between the current measured coordinate and the measured coordinate from the previous cycle is higher than a predefined threshold, and performs the control from the old Z-coordinate measurement.  Acts for 2 consecutive formats.
	Not Loaded – Incorporated into ACU Patch 8 (gyroless) which is active
	12 September 1996


Table 6.27 AOCS Software Upgrades/Patches

	Patch ID
	Description/Function
	Status
	Date Implemented

	WSBY 
	One word patch allowing the reaction wheels to be spun up in Standby Mode.  Used for ESR recovery following the final gyro failure.
	Not Loaded – Incorporated into ACU Patch 8 (gyroless) which is active
	20 January 1999

	ACU 7
	Original gyroless patch once all three gyros failed - allowed SBM to FSA transition; inhibited roll control in FSA; modified RMW entry conditions; allowed thruster monitoring in RMW; replaced RMW control logic with NM logic; updated RMW to NM transition to function without gyros; allowed RMW to FSA transition for roll maneuvers.  
	Not Loaded – Replaced by ACU Patch 8 (gyroless)
	29 January 1999

	ACU 8
	Complete ACU gyroless software patch.  Refer to the SOHO Gyroless User’s Manual for details.
	Active

Must be reloaded after ACU reset
	27 September 1999

	ACU 9
	ACU Over-sampling – provides an 8k buffer used to provide additional samples of ground-defined parameters (up to 7 parameters max).  Buffer is dumped using ACU memory dump.
	Inactive – 

Used for troubleshooting only as required
	7 March 2000

	ACU 10
	Hx Normalization Fix – filters out erroneous values of AKHXVAL based on a COBS filter value.
	Active

Must be reloaded after ACU reset
	7 March 2000

	ACU 11
	Short-term ACU Error Fix – the potential of the memory cleansing function to clear the CRP constants required this function to be disabled.  Any subsequent ACU errors must be cleared via the ground un-patching address 3475 with a value of 9200 h, and then re-patching with a value of 8430 h.  This prevents ACU errors from being continually reported in TLM.
	Not Loaded – Replaced by ACU Patch 12

May be used if ACU Patch 8 is loaded, but ACU Patch 12 is not active
	8 December 1999

	ACU 12
	Long-term ACU Error Fix – allows the memory cleansing function to remain enabled, but prevents the zeroing of the ACU memory beyond address AFFB.
	Active

Must be reloaded after ACU reset
	8 March 2000


Table 6.28 AOCS Software Upgrades/Patches (continued)

	Patch ID
	Description/Function
	Status
	Date Implemented

	ACU 13
	Star Swapping During Thruster Maneuvers – allows star swapping in RMW during thruster maneuvers, contingent upon an SSU check for a valid mode (ST, STR, or Mapping); otherwise there will be a transition to CRP.
	Active

Must be reloaded after ACU reset
	8 March 2000

	ACU 14
	Increases CRP maximum roll slew rate limit from 30 arcsec/sec to 0.15 degrees/sec.
	Active

Must be reloaded after ACU reset
	12 November 2001

	ACU 15
	Protects ACU memory locations 7720 – 7738 and D332 – D352 against destructive RAM test.  This patch should prevent unnecessary ACU resets, such as have been experienced in the past.
	Active

Must be reloaded after ACU reset
	8 August 2001

	SSU 1
	Increased SSU information reported in telemetry – investigation patch provides details of the CCD image around an SEU occurrence in telemetry.  Never uploaded to the spacecraft.
	Not Loaded
	N/A

	SSU 2
	Star position false event correction – if the star position is more than 1 pixel away from the previous location, it is considered an SEU internally and is substituted with a background pixel.

Star magnitude false event detection and handling – if a star magnitude differs for more than a fixed threshold from the previous one, a false event is internally detected.  In this case, the false event is not reported in the HK word, and the star coordinates and magnitude are not updated on the MACS output.
	Not Loaded – Incorporated into ACU Patch 2B (gyroless) which is active


	2 October 1998

	SSU 2A
	Update to SSU patch 2 to fix the problem of unexpected false events.
	Active
	20 November 1998

	SSU 2B
	Update to SSU patch 2A to avoid star swaps caused by particle hits inside the guide star image.  It allows the original coordinates and magnitude to be reported after a particle hit.

It also allows the star magnitude to become dimmer by more than the 0.1 Mv limit from the previous patches.  There is still a 0.1 Mv limit for the star becoming brighter.
	Not Loaded
	N/A


Table 6.29 AOCS Software Upgrades/Patches (continued)

6.7 
Electrical Power Subsystem (EPSS) Operations

The EPSS has three main functions:  provide and condition power from either the array or the batteries, distribute power to the spacecraft, and provide autonomous main bus regulation.  The EPSS was also responsible for solar array deployment during the L&EO sequence using the Kevlar cable cutter function for deployment mechanisms.  

The EPSS consists of the following parts:

· The Solar Array Generation Subsystem, (SGSS), consists of two wings with a power connection to the shunt regulator of the Power Conditioning Unit (PCU).  

· The PCU conditions electrical power during periods of sunlight and eclipse.  

· Two batteries provide power during the first hours of the mission and during peak load periods thereafter.

· The Battery Regulator Unit, (BRU), which is connected directly to the batteries, provides charge, discharge, and trickle charge functions by means of the Battery Charge Regulator, (BCR) and the Battery Discharge Regulator (BDR).  

· The four Power Distribution Units (PDU) receive power input from the PCU and BDR and distributes power to spacecraft loads via Latching Current Limiters (LCL).

6.7.1 
Solar Array Generation Subsystem (SGSS) Operations

The main operation for the SGSS was the deployment of the solar array.  This occurred during the TTP part of the mission.  The deployment was initialized by activating the thermal knives in the four hold-down points.  The yoke and solar panels rotated at the root hinges and panel hinges.  This deployment was controlled by the synchronization system.  The power consumption during this operation was 20V/1A per knife.

Constraints for this procedure included:

· Spacecraft spin < 0.3 RPM

· Kevlar cable cutting must start between 13 and 65 minutes after separation

· Both prime and redundant thermal knives of one hold-down point cannot be fired simultaneously.

The final verification for this procedure was:

· Activated end of deployment micro switches

· Power measurement 
(all panel sections deliver same current)

· Thermistor output 
(panel temperatures increase)
· Telemetry cell signal on panel 1.

General subsystem constraints include:

· In case of excessive power, short circuit vice open circuit the solar cell section.

· Steady-state shadow shall be avoided after deployment.
6.7.2 
PCU Operations

The PCU performs the main bus regulation with a nominal voltage of ~28V (PVMB1, PVMB2) and a nominal current of ~33A (PIMB1, PIMB2).  The main bus undervoltage flag (PSUVPFL) status in telemetry indicates potential problems with the PCU.  The maximum current flowing through the PDU lines will NOT exceed 0.678A assuming an overall safe line consumption of 18.45W.  The maximum power consumption of each safe line shall NOT exceed 14W in nominal conditions and 21W in case of failure.  The PCU operates in a thermal environment of -20oC to +60oC.

6.7.2.1  
Shunt Mode

PSREG1 = 0 and PSREG2 = 0 when ISA-ILOAD has a corresponding voltage in the range from 13V to 14.3V.  In this mode, excess power is bled out into space, while the BCR module receives a recharge current, based ON battery charge status. 

6.7.2.2  
BCR Mode

PSREG1 = 1 and PSREG2 = 0 when ISA-ILOAD has a corresponding voltage in the range from 11.5V to 11V.  The power regulation is performed by means of the BCR module, and the batteries charge until full, when a trickle charge is implemented.

6.7.2.3  
BDR Mode

PSREG1 = 1 and PSREG2 = 1 when ISA-ILOAD has a corresponding voltage in the range from 4V to 10V.  The power regulation is performed by means of the BDR module, as the bus draws power from the batteries (typically only during peak load periods).  Note: The BDR requires a minimum battery voltage of 25V in order to remain ON.

6.7.2.4  
Automatic Shunt Regulation

As power from the SGSS is applied at the PCU input, the unit automatically enters shunt regulation, provided the output load is not in excess of the solar array power.
Refer to Figure 3.1A in the PCU User’s Manual (RD18).

6.7.3 
Battery Operations

The function of the two batteries is to supply energy during the first hours of mission during launch, parking orbit, and Sun acquisition until Solar Array Deployment (SAD).  The batteries supply additional energy during the peak power load demands exceeding the power available from the solar array.  The delivered energy is restored during the subsequent time, according to a constant current/trickle charge sequence managed by the BCR.  The BCR is controlled by a three-domain main bus voltage regulator and uses the battery as its power supply.

The maximum allowable depth of discharge is 90%.  The main electrical parameters are:


· 690 Wh (energy deliverable during the first mission phases)

· 31V (minimum voltage in any operative condition)

· 51.2V (maximum end of charge (EOC) voltage).

The battery operates in the thermal range of -5oC to +30oC.  The battery voltage range during discharge is 38.4V to 44.8V.  There is an undervoltage flag (PSUVBATn) status in telemetry.  

There are two operational modes for the batteries:

· Mode 1 is the battery discharging to the main bus via the BDR. 

· Mode 2 is the battery charging via the BCR.

The battery charge is accomplished according to the constant current/trickle charge sequence.  The constant current level is C/20 until the battery voltage reaches a preselected EOC level (PUEOCSVy, where y = battery number).  After reaching this level, the battery charge will be set to trickle charge at C/300.  The EOC level shall be optimized for battery temperature according to Figure 6.33 but the EOC level may be manually overridden by use of the TSTOL procedure p_batt1ml or p_batt2ml.  When the selected EOC voltage is detected, the battery will not be fully charged.  The full charge will be achieved via the trickle charge current.  If the battery voltage exceeds 51.2 V or the battery temperature exceeds +40oC, the battery charge shall be interrupted.
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Figure 6.33 Battery End of Charge Voltage vs. Temperature

TSTOL procedures have been developed for battery operations.  Procedures exist in the event of a failure of one of the batteries in case the trickle charge limitation has been lost, or in case the BCR has failed, or been erroneously shut OFF.  The OE must be present whenever any of these procedures are run.

During the summer 1998 mission interruption, telemetry analysis discovered that three of four BDRs were not connected to the bus.  The BDR ON/OFF in telemetry (PSDRxOOy where x = BDR number and y = battery number) indicated ON for all four BDRs.  However, the BDR status telemetry (PSSTBYxy where x = BDR number and y = battery number) showed three of the BDRs OFF.  The BDR status telemetry was NOT included in the fullhealth configuration monitor prior to the interruption.  Subsequently, the BDR status telemetry has been added.  If any of the BDR statuses spuriously transition to OFF, action must be taken to reconnect the BDR to the bus (Contingency Script 20 – Unexpected BDR Status).  The TSTOL procedures, p_bdrXYoff and p_bdrXYon where X = BDR number and Y = battery number are used.  The BDR is switched OFF and back ON to reconnect it to the bus.

In the event of a battery failure or oscillations in battery discharge voltage, the corresponding BDR modules may be individually switched OFF.  The TSTOL procedures, p_bdrXYoff or p_bdrXYosdtct where X = BDR number and Y = battery number, are used.  Switching OFF BDR11 or BDR12 implies a failure of battery 1.  Similarly, switching OFF BDR21 or BDR22 implies a failure of battery 2.

If it is no longer possible to trickle charge the batteries.  If the trickle charge rate has drifted up to the full recharge rate, the procedures p_battYrechon and p_battYrechof where Y = battery number to be used to provide for battery Y safe recharge via BCR N ON/OFF commanding.

In the event of BCR failure or oscillations in battery charge voltage, the corresponding BCR modules may be individually switched OFF.  The TSTOL procedures, p_bcr1Xoff or p_bcrXosdtct where

X = BCR module number are used.  It is important to note that both BCR modules should NEVER be OFF simultaneously.  The BCR modules may be powered ON by use of the procedure p_bcrNon.

Note:  As of March 7, 2002, battery 1 has been declared dead.  

As a result, BCR 1 will remain off.  Because the BDRs require a minimum battery voltage of 25V, both BDRs associated with battery 1 are also OFF.  Battery 2 remains nominal, and no special activities for battery 2 have been defined at this time.  Contingency Script 20-C, Battery 2 Voltage Limit Violation, directs the FOT to switch OFF BCR 2 if the battery 2 voltage exceeds its defined RED HIGH limit.

6.7.4 
PDU Operations

Four PDUs are used on SOHO, one for the SVM (SPDU), one for AOCS (APDU), and two for the PLM (PLM1 and PLM2).  Each PDU has four busses:  two equipment buses and two heater buses for the SVM and AOCS PDUs and one equipment bus and three heater buses for the PLM PDUs.  Each PDU is a power distribution unit that switches 56 loads using LCLs.  Each LCL has an individual setting and can be commanded ON and OFF.  The limiter settings vary from 0.4A to 5.5A.  Each LCL has a current monitor that may be connected to the telemetry channel, depending on the PDU configuration.  When the PDU is correctly installed, only thermal constraints apply.  

The PDU can be operated without synchronization without any degradation in performance.  Faults can be detected via data provided by the serial data telemetry (SDT) channel.  These data are compared to the normal or expected data from ground testing or previous telemetry observations.  If an ON command is sent, and the LCL does NOT respond, the LCL should be commanded OFF.  If there is a lack of correspondence between load working and LCL status, the LCL should be commanded OFF.

6.7.5 
Shunt Operations

There are eight primary power shunts and a single backup shunt used to vent the unused power produced by the SGSS.  The mnemonics PSSSW1 through PSSSW9 display the status of these shunts.  If any of the first eight (8) shunts fail, then shunt 9, PSSSW9, is used in its place.  Each shunt displays "ON Bus" beginning with shunt 8, PSSSW8, when more power is required for the main bus.  If more power is necessary then shunt 7, PSSSW7, will go "ON Bus" and sequence down to shunt 1, PSSSW1.  The FOT uses a TSTOL watch for shunt 2, PSSSW2.  During keyhole operations, PSSSW2 will often flag
"ON Bus" because both the TR and SSR are on and instruments are safed using extra heaters.

6.8 
RF Communications (COMS) Subsystem Operations

6.8.1  
General

The COMS subsystem is a combination of the antenna subsystem and the transponders.

6.8.2  
Antenna Subsystem (ANTS) Operations

The ANTS is responsible for the spacecraft end of the RF link between the DSN and the DHSS for all phases of the SOHO mission.  It consists of a high gain antenna (HGA), two low gain antennas (LGA), two antenna pointing mechanism electronics (APME), antenna pointing mechanism mechanical parts (APMM), and an RF distribution network (RFDN).

The ANTS performs the following functions:

· Receive the command/ranging uplink RF signal from the ground station.  
The output is provided to the DHSS S-band transponder assemblies.


· Radiate the telemetry/ranging downlink RF signal spectrum to the ground station.  
The input is provided by the DHSS S-band transponder assemblies.  

6.8.3 
ANTS Operational Modes/Transitions

The ANTS has four possible operating modes:

Launch mode

The ANTS was powered OFF in this mode.  The HGA+APMM assembly was locked in its stowed position.  The RF switches were not commanded or used during this mode.

Operational Omnicoverage mode

This mode was used after solar array deployment when the Earth Aspect Angle (EAA) was less than 33°, until the HGA was deployed, oriented, and used.  This mode was also used during the transfer phase after initial HGA usage when the EAA was between 32° and 33° (the case where the transfer trajectory includes an excursion above 32° around 60 days after TTI).  This mode is also used in contingency cases when the HGA pointing is not maintained (OOM/BU mode).  This mode provided omnidirectional coverage during the downlink, by in-flight selection between the two LGAs, each having hemispherical coverage.  During the uplink, this mode provided an omnicoverage by use of two RF receiver ports in hot redundancy, with  -Zb-LGA being coupled to TRSP1 and +Zb-LGA coupled to TRSP2.  In OOM/BU the - Zb-LGA is coupled with TRSP2 and the +Zb-LGA is coupled with TRSP1.

Operational Mode
With support of the DHSS, this mode, used during transfer phase and in the halo orbit phase, is used when the spacecraft attitude is controlled on-board and well known on the ground.  The EAA should be less than 32°, so the Earth station is within HGA Operational FOV (OFOV).  Medium and high rate telemetry are possible in this mode using the HGA.  HGA (RHCP) is used with TRSP1 for transmitting and receiving.  -Zb-LGA is used with TRSP2 as a backup.  This is the nominal mission mode.

Pre-Operational Omni-coverage Mode

This mode provides coverage during uplink and downlink in a hemispheric sector on the Earth side of the spacecraft (-Zb), in the failure free case.  Uplink and downlink were maintained in the Earth FOV (EFOV).  This mode was used at separation and during the first three hours of the transfer phase, with solar arrays deployed or stowed, when the Earth is not in the LGA OFOV where the EAA is above 33°.  -Zb-LGA is coupled to TRSP1.  +Zb-LGA is coupled to TRSP2.  Figure 6.34 shows the ANTS Mode Transitions
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Figure 6.34 ANTS Mode Transitions

6.8.4  
High Gain Antenna (HGA) Operations

6.8.4.1  
Initial HGA Operations

The aim of these activities was to put the HGA in an operational configuration, and to start telemetry in medium rate.  The HGA was mechanically released, moved into its safe zone, then moved to the reference position and oriented toward Earth.

HGA Release:

The HGA was retained in stowed position by three aramid cables, which were cut by thermal knives.  The ground switched ON the nominal Kevlar cutter chain, armed it, cut the first two cables.  Two cutters are supplied in parallel and fired together.  The third cable was then cut.  After this, the nominal Kevlar cutter section was disarmed, powered down and the same sequence was repeated with the redundant section.

HGA Movement into Safe Zone:
HGA movements are normally limited by an electrical protection, based on electrical limit stops.  Since the stowed position is outside the electrical limits stops, these protections were inhibited until this safe zone was reached.  The movement from stowed position (Yapm ~ 45°, Zapm ~ 0°) into the safe zone (about -32° < Yapm < 32°, -32° < Zapm < 32°) was performed in three movements about -5° on Yapm (thus leading to the position Yapm ~ 30°, Zapm ~ 0°).  Since limit stop protections were inhibited this is the ONLY APM operation that was critical.

Movement to Reference Position: 

APME step and position counters required this movement in order to have an accurate absolute initial value.  Therefore, each axis was moved to its reference position (about -32.2°) with an automatic movement. 

HGA Orientation: 

Once the absolute roll attitude determination is performed, the ground computes corresponding APM gimbal angles.  A table of movements is uploaded into the COBS.  COBS HGA-APM monitoring and nominal control functions are activated and manage HGA movements.

Switching to Medium Rate Telemetry:

After HGA orientation, the HGA is routed to the transponder and the telemetry is switched into medium rate.

6.8.4.2 
Nominal Control

The HGA is able to move in very small steps, thus giving a low perturbation/high precision quality.  COBS stores up to 30 HGA table entries.  Each entry consists of a time-tag, a Y-axis APME command, and a Z-axis APME command.  The Y-axis controls the pitch of the HGA relative to the spacecraft, while the Z-axis controls the yaw of the HGA relative to the spacecraft.  The HGA table is uplinked before coming out of 34-meter keyhole and is good through the next 34-meter keyhole.  The HGA table is produced by the FDF and received at the CMS through FORMATS as a load input file the day before scheduled uplink.  Prior to uploading the new table all unexecuted from the previous table must be deleted.

The OE may have to adjust the HGA position to account for any difference between the current position and the starting position of the new table.  In high rate mode (100 Hz), the largest movement commanded must be < 511 steps total between two axes.  This is a constraint imposed by the COBS HGA monitoring function.  Similarly, the largest low rate (0.1 Hz) movement is 134 steps.  Sufficient time MUST be allotted for low rate movements since only one step per ten seconds is executed.

6.8.4.3  
Stationkeeping Control

Using stationkeeping control, the HGA moves faster than nominal control to maintain pointing during roll maneuvers.  The amount of adjustment is based on the roll attitude telemetry word, AKARD, provided from the AOCS every 7.5 seconds.  Pointing is coarser, but medium rate telemetry is used for a greater link margin.  Since the 6 May 2003 HGA anomaly, the stationkeeping function is no longer used.

6.8.5  
Low Gain Antenna Operations

Two low gain antennas with hemispherical coverage provide an omnidirectional spacecraft coverage for the communication links, with an overlap in the LGA OFOV of 36° and in the +X-direction of 2°.  Therefore, when the Earth is visible in the LGA OFOV, either of the LGAs can be used.  For nominal operations, the LGA on the –Zb-side of the spacecraft is used and the LGA on the +Zb-side is the backup.

6.8.6 
Transponder Operations

The transponder (TRSP) assembly supports the following functions during all phases of the mission:

· Reception of telecommands and ranging signals

· Transmission of telemetry and ranging signals

· Measurement of spacecraft to ground station distance and relative Doppler shift.

The configuration of the TRSP assembly includes:

· An S-band basic transponder (receiver, transmitter, diplexer) 

· High power amplifier (HPA)

· Set of RF coaxial cables interconnecting the RF units.

The S-band transponder has the following characteristics:

· The receiver accepts S-band uplink signals and provides a PCM/PSK demodulated telecommand video output signal

· The receiver extracts the baseband ranging modulation from the carrier, and provides this signal to the transmitter for remodulation on the S-band downlink carrier

· The transmitter accepts the video telemetry signal from the OBDH for modulation on the
 S-band downlink carrier

· The receiver and transmitter are capable of separate operation, or operation together as a coherent or non-coherent transponder

· Coherent or non-coherent operation is selectable by command

· If coherent mode is enabled by command, the TRSP will automatically switch into coherent mode upon lock on uplink carrier and switch to non-coherent upon loss of uplink carrier

· The TRSP is compatible with the DSN network 26-meter facilities

· The downlink frequency is either directly related to the uplink frequency in coherent mode (240/221), or defined by a local oscillator in non-coherent mode (2245 MHz)

· The corresponding downlink carrier is phase modulated by the telemetry and ranging signals

· The diplexer allows the transmission of the uplink signals going to the receiver and of the downlink coming through the HPA from the transmitter.

The TRSP assembly has the following operational modulation modes:

· Uplink modes

· Carrier without modulation

· Carrier with command modulation

· Carrier with ranging modulation

· Carrier with command and ranging modulation

· Downlink modes

· Carrier without modulation

· Carrier with telemetry modulation

· Carrier with ranging modulation

· Carrier with telemetry and ranging modulation

Functional modes of the TRSP include:

· Transmitter modes

· No modulation for coherent and non-coherent

· Telemetry modulation alone for coherent and non-coherent

· Ranging only for coherent and non-coherent

· Telemetry + Ranging for coherent and non-coherent

· LPM or HPM (of HPA) are available for all modes

· Receiver modes

· Telecommand only

· Ranging only

· Telecommand + Ranging

· Unmodulated carrier

6.8.6.1  
Normal Operations

Before the receiver 1 anomaly, the POCC command mode setting for decoder 1 (ASW 1) was used.  Since the primary or A-side of all units are nominally used, decoder 1 was in use.  However, if the uplink was weak or if receiver 2 was not in lock, transponder 2 (LGA) may not receive all valid uplink frames.

Since the receiver 1 anomaly, the POCC command mode setting for decoder 2 (ASW 2) is used.  This assures commands received at the spacecraft through the receiver 1 have priority.  For normal operations, the HGA is connected to receiver 1.  Reference SUM Part 7 for further details about TRSP/HPA and DEMS configuration.

6.8.7 
Keyhole Operations

On 6 May 2003, the Z-axis failed to move using APME-A.  Since that time, the FOT only uses high-rate movements for the HGA Y-axis.  In order to move the Z-axis of the HGA both the nominal and redundant APME have to be used.  The FOT performs this movement using the low speed.  This process is only done with the approval of ESA. 

In order to remove the mini-keyholes period, which occurred between each keyhole, the ESA engineers moved the Z-axis of the HGA by -70 steps from its previous position on 20 April 2005.  This movement eliminated the mini-keyholes, but extended the normal keyhole by two days overall.

The SOHO keyhole periods are separated into two parts: the 26-meter keyhole and the 34-meter keyhole.  These are stated in reference to high-rate data through the HGA, so the 26-meter keyhole means that D27, D46, and D66 are unable to acquire high-rate telemetry.  Once SOHO enters the 34-meter keyhole, a transponder swap takes place.

6.8.7.1 
HGA during Keyhole

Before entering the 34-meter keyhole period, the FOT swaps from transponder 1 on the HGA to transponder 2.  This configuration causes telemetry to be downlinked through the -Z LGA.  The FOT does not reset any switches in the RFDN.  Any ranging in the 34-meter keyhole would be done on spacecraft transponder 2.

At the end of the 34-meter keyhole, the FOT returns operations to the HGA.  Since the HGA has not been moved for this keyhole period, it must be repointed.  The procedure r_apme_ymvt is used to reorient the HGA Y-axis only.  The movement is calculated by determining the number of steps between the original and desired angle of the HGA.  This procedure uses high speed movements.  If a movement requires more than 511 steps, then multiple commands must be used.

6.8.7.2  
LGA during Keyhole

During keyhole operations, the FOT uses the -Zb LGA to downlink telemetry in either medium-rate or high-rate.  Because of the low gain of the LGA, 34-meter and 70-meter ground stations may acquire medium-rate telemetry.  Only 70-meter ground stations can acquire high-rate telemetry.

The COMS backup definition is redefined so transponder 1 provides the downlink through the +Z LGA.

6.8.8 
RFDU Operations

The RFDU is composed mainly of four identical switches and five RF coaxial cables, which interface the antennas and transponders.  The RF switches have a limited life and therefore have switching constraints:

· 25,000 switches with NO power applied

· 5000 switches with 5 W applied

· 30 switches with 20 W applied ("hot switching").

All RF switch movement commands are logged in tcmsg.log files stored for the life of the mission on the TPOCC strings.  At any time, a review of these files, along with a count of all mission COMS backup transitions, can be made to determine the number of switch actuations.  Only switch 4 is moved for COMS backup and recovery.  Nominally, all switchings are at the low power setting.  

There are four allowable modes of the RFDU.  POS 1 is the connection where ports 1 and 3 are connected as well as ports 2 and 4.  POS 2 is the connection where ports 1 and 2 as well as ports 3 and 4 are connected.

6.8.8.1 
Mode OM (Operational Mode)

· Used in ANTS operating mode 2

· TRSP 1 -> HGA RHCP

· TRSP 2 -> LGA -Zb (backup)

The switch configurations are described in Table 6.28 and shown in Figure 6.35.

	Switch
	TC Mnemonics
	TM Mnemonic
	Status

	1       POS 2
	RCSW1P1N,R
	RSSW1
	Open Circuit

	2       POS 2
	RCSW2P1N,R
	RSSW2
	Open Circuit

	3       POS 1
	RCSW3P2N,R
	RSSW3
	Short Circuit

	4       POS 1
	RCSW4P1N,R
	RSSW4
	Short Circuit


Table 6.28 OM RFDU Switches
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Figure 6.35 OM RFDU Circuit Diagram

6.8.8.2  
Mode OOM/BU (Operational Omnicoverage/Back-Up)

· Used in ANTS operating mode 1

· TRSP 1 -> LGA +Zb
· TRSP 2 -> LGA -Zb (backup)
The switch configurations are described in Table 6.29 and shown in Figure 6.36.
Table 6.29
 and shown in Figure 6.36

Figure 6.36 OOM RFDU Circuit Diagram



	Switch
	TC Mnemonics
	TM Mnemonic
	Status

	1       POS 2
	RCSW1P1N,R
	RSSW1
	Open Circuit

	2       POS 2
	RCSW2P1N,R
	RSSW2
	Open Circuit

	3       POS 1
	RCSW3P2N,R
	RSSW3
	Short Circuit

	4       POS 2
	RCSW4P1N,R
	RSSW4
	Open Circuit


Table 6.29 OOM RFDU Switches
[image: image38.wmf]
Figure 6.36 OOM RFDU Circuit Diagram

6.8.9 
Receiver Operations since the Receiver 1 Anomaly

Receiver 1 suffered an anomaly resulting in operations with a center frequency of 2066.866 MHz.  This represents a shift of 405 kHz from the nominal center frequency, which used to be 2067.271 MHz.  Before the anomaly, the spacecraft downlink was always coherent with the station uplink.  Since the anomaly, the supporting station ONLY uplinks to receiver 1 for nominal ranging passes during normal operations.

Receiver 2 is NOT affected by the anomaly.  Receiver 2 operates with a nominal center frequency of 2067.271 MHz.  Receiver 2 is used for non-ranging passes and is configured to be noncoherent.  Should the spacecraft enter a safing condition, receiver 2 defaults as the prime receiver on the –Z-LGA.  

During an ESR and 34-meter keyhole periods, ranging is performed on receiver 2.  Coherency is always enabled on transponder 2 during these times.  For the 34-meter antenna to provide accurate ranging data a frequency offset to the two-way predicts of +439819 Hz must be entered.  

For a 34-meter or 70-meter antenna to lock on a downlink, non-ranging pass, and the center frequency remains unchanged at 2067.271 MHz before and after uplink.  Because coherency is authorized on receiver 2, the downlink frequency will follow the uplink sweep.  A temporary telemetry dropout may occur during the uplink sweep.  However, one-way predicts may be used to acquire the downlink when ranging is not required.

Following the receiver 1 anomaly, the nominal predicts sent to the station for ranging passes reference the receiver 1 center frequency.  Receiver 1 and receiver 2 now have different center frequencies, which require an individual set of predicts for each receiver.  During contingency situations, the downlink will transition to low-rate, and receiver 2 will be used for all commanding.  In order to perform ranging activities using receiver 2, the DSN 34-meter stations must enter a frequency offset (FRO) of +439819 Hz into their ground receiver in order to acquire the coherent downlink.  This FRO allows predicts built for the receiver 1 center frequency to be used with receiver 2.  If the spacecraft remains in low rate for an extended period of time, such as an ESR, it may be necessary to have DSN generate two-way predicts for receiver 2.  Reference the Network Operations Plan (NOP) for DSN uplink procedures to receivers 1 and 2.

Rarely, spacecraft receiver 1 is NOT commanded to non-coherent mode after a pass, generally either due to a failure of the NONCOHO load, or a failure to enable COBS standard monitoring channel 30.  In this case the FOT will advise the ground station to configure for and sweep into receiver 2.  A command to transition receiver 1 to non-coherent mode is sent.  The FOT directs the ground station to bring their carrier down, then sweep receiver 1.  Afterwards, a normal coherency switch should be done.  The FOT will not permit a carrier sweep into spacecraft receiver 1 when telemetry shows that spacecraft receiver 1 is already enabled for coherency.

6.8.9.1  
Standard Monitoring Channels

6.8.9.1.1  
Standard Monitoring 30

Channel 30 is defined to monitor the lock status of spacecraft receiver 1, RSLOK1.  When enabled, the channel triggers when spacecraft receiver 1 is NOT in lock (RSLOK1 = UNLOCK).  During normal operations the corrective action sets transponder 1 to noncoherent, enables standard monitoring channel 31, puts MDI in idle, and the SSR and DHSS in record.

During 26-meter keyhole periods, the corrective action for standard monitoring channel 30 commands MDI to IDLE and the DHSS and SSR to intermittent record (VGM).  During the 34-meter keyhole, standard monitoring channel 30 is not used.

6.8.9.1.2  
Standard Monitoring 31

Channel 31 is defined to monitor the lock status of spacecraft receiver 1, RSLOK1.  During normal operations, when enabled this channel triggers when spacecraft receiver 1 is in lock (RSLOK1 = LOCK).  The corrective action waits for two minutes to ensure lock is not spurious, then sets transponder 1 to coherent, and enables standard monitoring channel 30.

During 34-meter keyhole, standard monitoring channel 31 is enabled via time-tag before AOS for 34-meter stations.  The lock status of receiver 2 is monitored.  Upon receiver 2 lock (RSLOK2 = LOCK) plus two minutes, the downlink data rate is changed to medium rate.  Upon changing to the lower data rate, the signal to noise ratio (SNR) improves allowing the station to lock and decommutate telemetry.
6.8.9.1.3  
Standard Monitoring 32

Channel 32 is defined to monitor the lock status of spacecraft receiver 2, RSLOK2.  During normal operations, this channel triggers when spacecraft receiver 2 is NOT in lock (RSLOK2 = UNLOCK).  The corrective action transitions MDI to idle and starts recording on the SSR.

During keyhole periods, the corrective action for standard monitoring channel 32 commands MDI to IDLE and the DHSS and SSR to intermittent record (VGM).

6.9 Thermal Control Subsystem (TCS) Operations

The thermal control subsystem is composed of two distinct systems.  One is the Service Module Thermal Control Subsystem (STCS) and the Payload Module Thermal Control Subsystem (PTCS).

6.9.1 Service Module TCS

The STCS is designed to maintain the SVM and its units within operational thermal limits during the planned mission life.  Thermal control by the STCS maintains the thermal characteristics of the LGAs, SAS 2 and SAS 3, antenna pointing assembly (APA), and PROS.  Thermal control of PROS includes thrusters and FCVs.

6.9.2 Payload Module TCS

The PTCS is designed to maintain a stable, isothermal environment for the payload module (PLM) structure and SVM units mounted on the PLM.  This is done by maintaining the structure as near as possible to the assembly, integration, and test (AIT) build temperature of 20°C.  The allowable variances and rates of change in PLM structure temperatures are determined by the experiments’ pointing requirements.  Any change in the thermal characteristics of the PLM structure causes experiment alignments to change, necessitating recalibration and a loss of science data during the recalibration.

Most thermal controls are automated onboard during normal operations with the COBS providing extensive monitoring functions as detailed in Section 6.3.5.  A basic thermal control was initiated prior to launch and used until the solar array deployment after which thermal control on most circuits was initiated from the ground.  Through onboard limit checking and automatic reactions to limit breaches, the COBS will reconfigure the TCS to achieve safe thermal conditions.

6.9.3 TCS verses COBS circuit and channel numbers

It is important to differentiate between the TCS circuit/channel names and the COBS circuits/channels used for thermal control and thermal monitoring.  For Example, the SVM TCS circuit, Mode 3 Circuit 1 (C01) and Mode 3 Circuit 2 (C02) are for the data recorders.  These two circuits are in addition to 100 more channels used for COBS thermal control and thermal monitoring.  The TR and SSR are controlled via COBS mode 3 thermal channels 1 and 2.  In similar fashion, SVM TCS circuit C03 is for the hydrazine tank and controlled via COBS thermal channel 12.  

COBS thermal channels 10, 11, 13-31, 35-39, and 77 control the remainder of the 30 SVM TCS circuits.  COBS thermal channels 32, 33, 41-76, and 78-87 control the PLM TCS circuits.  This leaves extra COBS channels, such as 1-9, which are not used for thermal control but for monitoring of the RTUs.  Some other COBS channels are simply spares or were used only one time.  (Ex. Channels 99 and 100 were for the nominal and redundant EIT paraffin actuator circuits).  Full details of all the TCS circuits can be found in the SUM (RD18).

6.9.4 Thermal Subsystem Modes/Transitions

6.9.4.1 
Mode 1: Classical Thermostatic Regulation

Mode 1 thermal control uses classical thermostatic regulation to maintain unit temperatures within thresholds (Figure 6.37).  Thermal conditions of a mode 1 area are controlled by switching a heater LCL based upon a comparison of real-time thermistor temperatures to predefined COBS values.  

The T1 and T2 values are the low and high thermal control thresholds, respectively.  T1 and T2 values are commanded as raw counts.  As long as the temperature is within these values, COBS takes NO action.  If the temperature falls below the T1 value, COBS activates the associated heater line LCL until the temperature reaches the T2 value.  As the value increases above the T2 value, COBS turns OFF the heater.  In each case, the temperature MUST be consistent for F1 (filter value) consecutive readings before an action takes place.

[image: image39.wmf]
Figure 6.37 Mode 1

6.9.4.2 
Mode 2: Power Duty Cycle
Mode 2 thermal control is based on applying a fixed duty cycle power to the heater.  A ten second duty cycle is used to switch a heater ON and OFF at regular intervals.  The duty cycle can be adjusted from 0 to 100% in 10% increments allowing for 11 different power settings within each cycle (Figure 6.40 Duty).  No thermistor data is used for maintaining nominal thermal control conditions.  Thermistor values are still used by COBS thermal monitoring to detect anomalous thermal conditions and take appropriate corrective actions.
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Figure 6.38 Mode 2

[image: image41.wmf]
Figure 6.39 Duty Cycle Heater Control

6.9.4.3 
Mode 3: Thermostatic regulation with Voting Logic

Mode 3 thermal control is used for the tape recorder and the SSR and is a modification of mode 1 (Figure 6.41).  Thermostatic regulation of the heaters through comparisons of thermistor data against predefined thresholds within the COBS is used.  Three thermistors are used as control inputs.  In this mode, a majority vote among the three thermistors determines if a threshold has been crossed.  The T1 and T2 values are the control temperatures, with T1 being the low temperature value and T2 being the high temperature value.  As long as at least two of the thermistor values are within these limits, COBS takes NO action.  If the temperature of two of the three thermistors falls below the T1 value, COBS activates the associated heater line until two thermistor temperatures reach the T2 value.  As the values increase above the T2 value, COBS turns OFF the heater.  In each case, at least two of the thermistors must agree and must be consistent for the filter value consecutive readings before an action takes place.

[image: image42.wmf]
Figure 6.40 Mode 3

6.9.5  
Service Module Thermal Control Subsystem (STCS) Operations

The STCS controls the thermal aspects of the service module, associated SVM units, and the SVM side of the SVM/PLM interface ring.  Using thermistors and various heaters, the STCS maintains thermal stability of the SVM throughout the life of the spacecraft.  As well as maintaining thermal conditions in the SVM, the STCS maintains the thermal characteristics of the LGAs, SAS 2 and SAS 3, APA, and PROS.  Thermal control of PROS includes thrusters and FCVs.  The STCS accomplishes SVM thermal control with the following equipment:

6.9.5.1  
Passive Thermal Control
· Multi-layer insulation (MLI) blankets

· Kapton foils

· Paints

· Radiators

· Doublers (ACU-GYPs, GME 1 & 2, HPA's)

· Interfillers (GYP 1 & 2, GME 1 & 2, HPA's, and PCU)
· Thermal straps for the HPA's

· Thermal washers for support of PROS pipes.

6.9.5.2  
Active Thermal Control

· Heater lines (30 prime + 30 redundant)

· 78 Thermistors
6.9.6 Payload Module Thermal Control Subsystem (PTCS) Operations

The PTCS controls thermal aspects of the PLM and generates an acceptable thermal environment for the experiments and SVM components located within the PLM.  Along with maintaining a stable thermal environment, the PTCS also maintains spacecraft alignment to within acceptable pointing limits.  The build temperature of 20°C (Table 6.30) of the spacecraft structure is maintained by using PLM temperature gradients and rates of change of the gradients using limits.

The major requirements met by the PTCS are:

· Maintenance of radiative and conductive environments for all experiment sensors

· Maintenance of pointing requirements (translate to the temperature stability and gradient requirements shown in Table 6.30)

· FPSS stability requirements (the temperature of the FPSS should remain within the range of 12°C to 28°C.  The long-term stability requirement is +/- 2°C in the long term and within +/- 0.1°C in the short term (15 min).  Provision of conductive decoupling between the SVM and the PLM better than 1.1 W/K together with temperature maintenance of 20°C +/-5.0°C over the lifetime of the PLM/SVM interface.)

· 48-hour autonomy (the PTCS heater circuits are fully redundant and are designed to operate, as safety heaters should a predefined minimum temperature be reached.  In the event of a heater malfunction all prime heaters will be switched OFF and all redundant heaters will be switched ON.)

· Assurance that all equipment is maintained above the safe value (minimum switch ON temperature) by use of fully redundant substitution heater circuits.

· Temperature ranges for payload mounted equipment is given in Table 6.31.

	PTCS Design Aim:


	20°C +/- 1.0°C

	Long Term Stability

(Variation ON BOL Temperatures)
	+/-1°C

	Medium Term Stability

(6 months)
	+/- 0.5°C

	Short Term Stability

(Change in any structure panel over 15 minutes)
	+/- 0.025°C


Table 6.30 Temperature Variation Requirements for the PLM PTCS

	Payload Units
	Spacecraft

 Operating (°C)
	Spacecraft

 Non-Operating (°C)
	Spacecraft Stability (°C/hr)

	
	Cold
	Hot
	Cold
	Hot
	

	Individually Controlled Units
	+10
	+30
	0
	+40
	0.5

	Collectively Controlled Units
	
	
	
	
	

	Lower Panel
	+10
	+30
	-20
	+50
	N/A

	Top Panel
	-10
	+40
	-20
	+50
	N/A

	Harness*
	-10
	+40
	-20
	+50
	N/A

	*Applies only to harness covered by the PLM MLI


Table 6.31 Thermal Ranges for PLM Heater Zones

The PTCS provides thermal control for the whole PLM except for the individually controlled experiments, for which only the interface temperature is controlled by the PTCS.  

Besides passive thermal control hardware, the PTCS uses:

· Panel heaters (PTCS heaters)

· Substitution heaters (heaters that replace the thermal dissipation of inactive units)

· Thermistors

For thermoelastic performance reasons, all PTCS heaters are nominally controlled in a fixed duty cycle (mode 2).

The PLM structure is covered with MLI.  The Sun-pointing surface is protected by a sunshield, the outer surface of which is covered by an optical surface reflector (OSR).  The OSR provides very stable thermal properties over the life of the mission.

6.9.6.1 
PLM Unit Descriptions

In general, the scientific experiments' thermal control is divided into two categories:

· Individually-controlled units

· Collectively-controlled units

The thermal control of individually-controlled experiment units is the responsibility of the respective PI (Principal Investigator).  These units are wrapped in MLI and have conductively isolating mounts.  The units perform thermal control using thermistors, heaters, and radiators.  The interface temperature, also known as the Temperature Reference Point (TRP) temperature, applies at the PLM side of the structure interface.

The thermal control of collectively-controlled units is the responsibility of ESA/MMS.  These units are supplied with a high emittance coating, and subsequently, as required, fitted with low emittance tape to balance their thermal characteristics.  In addition, included in this category are the AOCS and SVM units mounted on the PLM.  The interface temperature for the collectively controlled units is defined as on the PLM structure side, except for the AOCS and SVM units where it is defined as on the unit side of the interface.

The PLM is divided into several heater zones of different types.  The following describes the various types of zones that exist on the PLM:

· PTCS zones are generally identified with a name such as TCSn, where n is a number.  They are fitted with PTCS thermistors generally named QTn or QTRn.  The PTCS zones are located on the primary structural panels of the PLM.

· Collectively controlled zones are units thermally coupled to the structure.  Their temperature is monitored through TRP, thermistors generally named QTxRn with x being the character associated to the concerned experiment.  Note that these TRP thermistors can be used as a backup for the thermistor of a closely located zone.

· Individually controlled zones are units thermally decoupled from the structure.  Their temperature is monitored through spacecraft powered thermistors located inside the experiment, generally named QTyInA or QTyInB (where y is the character of this experiment).  The TRP of these units (QTyRn) cannot give an accurate monitoring of these zones due to the thermal decoupling.  They are intended to monitor the structure side of the interface, however, can also be used as backup for monitoring a closely located PTCS zone, or collectively controlled units.

6.9.6.2  
PTCS Nominal Operations

The method for controlling the PTCS and substitution heaters is thermal control mode 2.  Each circuit is controlled through parameters defined in COBS, either through predefined values or through ground command modifications to the parameters.  During the initial stages of transfer orbit after the solar array deployment, the heaters and the redundant circuits, in case of reconfiguration, were preset to adequate duty cycles in order to prevent equipment from becoming too cold.  During the transfer phase to halo orbit, the temperature profile of the PLM structure was monitored and checked, and if necessary the PTCS heaters were commanded from the ground to vary individual duty cycles such that an isothermal temperature profile across the structure was achieved.

6.9.6.3  
OSR Panel
Due to the continuous degradation of the OSR panel, a strategy was adopted to ensure isothermal conditions on the +X-panel of the PLM.  Over eight week periods, the temperatures of the OSR panel and the FPSS base plate will be held to within one degree of the temperature at the start of each period in order to maintain experiment pointing requirements.  Originally, every eight weeks the OSR panel and FPSS base plate coarse heater duty cycles were both to have been set to 50%.  This would have marked the start of a period.  Once thermal conditions stabilized, the OSR and FPSS temperatures achieved were to be taken as the goal temperatures to be maintained during the next eight weeks.  Once a day, an hourly average was determined for each of the OSR panel and FPSS base plate thermistors.  The averages of all OSR panel temperatures and all FPSS base plate temperatures were calculated.  If the hourly average temperature of the OSR panel differed by more than one degree from the goal average, the duty cycles of the OSR panel coarse heaters were adjusted by 10%.  The same check was made for the FPSS base plate, and it was adjusted similarly.  The PIs later requested these eight week OSR panel and FPSS base plate heater duty cycle changes NOT be made due to pointing instabilities.

6.9.7 TCS Reconfigurations and Contingency Operations

Anomalies affecting the thermal control subsystem can be classified into three types:

· Type 1:  thermal loop failure

· RTU

·  Thermistors and heaters

· Software Configuration Anomalies

· Type 2:  PLM PDU anomalies

· Type 3:  CDMU Anomalies

Type 1

A typical type 1 failure is a thermistor temperature failure.  In a case such as this, Contingency Script CS-09, Thermal Reconfiguration Recovery is used.  

Type 2

A type 2 anomaly is independent of thermal monitoring.  For Example, an experiment/substitution heater LCL can fail, resulting in a PLM PDU anomaly, and can trigger a limited thermal reconfiguration.  In that sense, the PLM PDU anomaly is a thermal anomaly.  

Type 3

An Example of a Type 3 anomaly would be a CDMU anomaly such as a warm or chilly startup.  In the case of a warm startup, the thermal control function will be maintained (from context memory) in the same mode as before the reconfiguration.  In the case of a chilly startup, COBS will implement a simplified thermal control function (all channels controlled in mode 1 using nominal heaters and thermistors with default T1/T2 values defined in PROM, and TR/SSR still in mode 3 control).  

6.9.8.1  
Sunlight Thermal Control Mode

During the SOHO mission interruption in the summer of 1998, a new thermal control mode was devised for use in the recovery.  Although additional future use of the sunlight thermal control mode is not foreseen, it is described here in detail to promote a better understanding of the TCS.

The purpose of the sunlight thermal control mode was to switch ON the applicable SVM heaters when sunlight was providing power to the solar arrays and to turn the heaters OFF when the arrays were in eclipse.  At that time, the spacecraft was tumbling about the Z-axis, and the solar arrays faced the sun for approximately half the tumble cycle.  By using the heaters only when excess power was available from the solar arrays, the drain on the batteries was minimized to ensure adequate power for other subsystem components and functions.  

In practice, the heaters were used in sunlight mode for several hours, and then the batteries would be taken off the bus to allow full charging for several hours.  The duration of the heating versus charging time periods were modified several times upon direction of the ESA TCS and EPSS experts, based on the actual progress of the thawing and charging cycles.  The dedicated battery charging periods were necessary because even during sunlight mode heating, the batteries slowly drained as they supplied power to the DHSS during the eclipse portion of the tumble.  Otherwise, the DHSS would shut down and the sunlight thermal control programming would be lost from CDMU memory.  For this reason, the sunlight thermal control settings had to be reloaded and enabled after each period of battery charging.

The availability of excess power was determined from either the value of the shunt 1 return current, PISW1, or the battery 1 charge current, PIBCR1 (depending upon the heater used, as directed by the ESA TCS experts).  So sunlight thermal control mode uses mode 1 control logic, but with T1 and T2 defined in terms of shunt return (or battery 1 charge) current instead of thermistor temperatures.
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Figure 6.41 Sunlight Thermal Control Mode
Table 6.32 describes some details on the SVM heater circuits employed via sunlight thermal control as it was used during the mission interruption.  Note that COBS thermal channels 41-94 were used, reprogramming mostly PLM and spare heater circuits with the desired SVM heater circuits.  The PLM heaters were not needed because all experiments were powered OFF.  The powered OFF experiments made it possible to use the original mode 1 control for some SVM thermal circuits and sunlight mode for others, if so desired.  The TSTOL procedures used for the sunlight thermal control mode are:

· k_sunltmd_qload

· k_sunc_ena

· k_sunc_dis

Procedure k_sunltmd_qload is used to set up sunlight thermal control by writing to CDMU memory to change the onboard thermal tables.  In order to change these tables, removal of  memory write protection is required since these tables were not expected to be modified in flight.  Thermal control loop inputs must be changed to PISW1 (terminal field: 3E80) or PIBCR1 (terminal field: 3EA3) instead of the usual thermistor acquisitions TTxx.  This is accomplished using the command load THRMTBL_LOAD.  Thermal control loop outputs must be changed to allow for the use of both nominal and redundant heaters at the same time, effectively doubling the usual heater output.  Thus, whereas there is usually one circuit with one of two heaters, nominal or redundant, active in a zone, there will instead be two circuits, one for each nominal and redundant heater, active in a zone simultaneously.  This is accomplished by using the command load HTRTBL_LOAD.

	Heater
	PDU Bus
	CIR

(dec)
	Thermistor

	Tank nominal heater (C03)
	SVM Bus 1
	41
	PISW1

	Tank redundant heater (C03)
	SVM Bus 3
	42
	PISW1

	Pipe 1 nominal heater (C06)
	AOCS Bus 1
	43
	PIBCR1

	Pipe 1 redundant heater (C06)
	AOCS Bus 3
	44
	PIBCR1

	Pipe 2 nominal heater (C07)
	SVM Bus 1
	45
	PIBCR1

	Pipe 2 redundant heater (C07)
	SVM Bus 3
	46
	PIBCR1

	Pipe 3 nominal heater (C08)
	AOCS Bus 1
	47
	PIBCR1

	Pipe 3 redundant heater (C08)
	AOCS Bus 3
	48
	PIBCR1

	Pipe 4 nominal heater (C09)
	SVM Bus 1
	49
	PIBCR1

	Pipe 4 redundant heater (C09)
	SVM Bus 3
	50
	PIBCR1

	Battery 1 nominal heater (C29)
	SVM Bus 1
	51
	PIBCR1

	Battery 1 redundant heater (C29)
	SVM Bus 3
	52
	PIBCR1

	Battery 2 nominal heater (C10)
	AOCS Bus 1
	53
	PIBCR1

	Battery 2 redundant heater (C10)
	AOCS Bus 3
	54
	PIBCR1


Table 6.32 Sunlight Thermal Control Heater Assignments

	Heater
	PDU Bus
	CIR

(dec)
	Thermistor

	Thruster 1 nominal heater (C11)
	AOCS Bus 1
	55
	PIBCR1

	Thruster 1 redundant heater (C11)
	AOCS Bus 3
	56
	PIBCR1

	Thruster 2 nominal heater (C12)
	SVM Bus 1
	57
	PISW1

	Thruster 2 redundant heater (C12)
	SVM Bus 3
	58
	PISW1

	Thruster 3 nominal heater (C13)
	AOCS Bus 1
	59
	PIBCR1

	Thruster 3 redundant heater (C13)
	AOCS Bus 3
	60
	PISW1

	Thruster 4 nominal heater (C14)
	SVM Bus 1
	61
	PIBCR1

	Thruster 4 redundant heater (C14)
	SVM Bus 3
	62
	PISW1

	Thruster 5 nominal heater (C15)
	SVM Bus 1
	63
	PISW1

	Thruster 5 redundant heater (C15)
	SVM Bus 3
	64
	PISW1

	Thruster 6 nominal heater (C16)
	AOCS Bus 1
	65
	PISW1

	Thruster 6 redundant heater (C16)
	AOCS Bus 3
	66
	PISW1

	Thruster 7 nominal heater (C17)
	SVM Bus 1
	67
	PIBCR1

	Thruster 7 redundant heater (C17)
	SVM Bus 3
	68
	PISW1

	Thruster 8 nominal heater (C18)
	AOCS Bus 1
	69
	PIBCR1

	Thruster 8 redundant heater (C18)
	AOCS Bus 3
	70
	PISW1

	SSPA doubler nominal heater (C24)
	AOCS Bus 1
	71
	PISW1

	SSPA doubler redundant heater (C24)
	AOCS Bus 3
	72
	PISW1

	GYP 1 nominal heater (C22)
	AOCS Bus 1
	73
	PIBCR1

	GYP 1 redundant heater (C22)
	AOCS Bus 3
	74
	PIBCR1

	GYP 2A nominal heater (C23)
	AOCS Bus 1
	75
	PIBCR1

	GYP 2A redundant heater (C23)
	AOCS Bus 3
	76
	PIBCR1

	GYP 2B nominal heater (C26)
	SVM Bus 1
	77
	PIBCR1

	GYP 2B redundant heater (C26)
	SVM Bus 3
	78
	PIBCR1

	GME nominal heater (C25)
	SVM Bus 1
	79
	PISW1

	GME redundant heater (C25)
	SVM Bus 3
	80
	PISW1

	PROS Ring nominal (C04)
	SVM Bus 1
	81
	PIBCR1

	PROS Ring redundant (C04)
	SVM Bus 3
	82
	PISW1

	PROS Ring nominal (C05)
	SVM Bus 1
	83
	PISW1

	PROS Ring redundant (C05)
	SVM Bus 3
	84
	PISW1

	Cat Bed Heater A
	AOCS Bus 2
	85
	PIBCR1

	Cat Bed Heater B
	AOCS Bus 4
	86
	PIBCR1

	Reaction Wheel 1 nominal heater (C30)
	AOCS Bus 1
	87
	PISW1

	Reaction Wheel 1 redundant heater (C30)
	AOCS Bus 3
	88
	PISW1

	Reaction Wheel 2 nominal heater (C31)
	AOCS Bus 1
	89
	PISW1

	Reaction Wheel 2 redundant heater (C31)
	AOCS Bus 3
	90
	PISW1

	Reaction Wheel 3 nominal heater (C21)
	SVM Bus 1
	91
	PISW1

	Reaction Wheel 3 redundant heater (C21)
	SVM Bus 3
	92
	PISW1

	Reaction Wheel 4 nominal heater (C28)
	AOCS Bus 1
	93
	PISW1

	Reaction Wheel 4 redundant heater (C28)
	AOCS Bus 3
	94
	PISW1


Table 6.32 Sunlight Thermal Control Heater Assignments-Continued
In addition to rewriting the thermal tables, the procedure k_sunltmd_qload adjusts the following thermal control parameters using standard COBS thermal commands. 

· Thresholds (T1/T2) – raw values for shunt return, or battery 1 charge current, are used instead of thermistor temperatures.  This is accomplished using the command load THRMCIR_LOAD that contains KNK53000 commands.

· Filter – set to 1, instead of the usual 3, to maximize synchronization with the sunlight.  This is accomplished using the command load THRMCIR_LOAD, which contains KNK53000, commands.

· Frequency – the execution profile is set to 1 Hz for maximum synchronization with the sunlight.  This is accomplished using the command load THRMCIR_XP_LOAD, which contains KNK0C000, commands.

· Mode – mode 1 control logic is used in a pseudo thermostatic regulation scheme.  This is accomplished using the command load THRMCIR_MD_LOAD, which contains KNK54000, commands.

Note that another TSTOL procedure, k_sunltmd_load, does the same job as k_sunltmd_qload, but it also includes all the appropriate group dumps and telemetry checks to verify successful commanding and thus takes considerably longer to complete.

The TSTOL procedure k_sunc_ena is used to enable all, or a selected subset, of the reprogrammed thermal circuits using the sunlight control mode.  This procedure first checks that SVM thermal circuits have been selected to be enabled, and the applicable PDU busses are then examined and powered ON, if necessary.  When the selected SVM heater uses:

· SVM bus 1, 
check PSSPHM=ON.
If OFF, send /PCPDU1HN to switch ON.

· SVM bus 3, 
check PSSPHR= ON.
If OFF, send /PCPDU1HR to switch ON

· AOCS bus 1, 
check PSAPHM=ON.
If OFF, send /PCPDU2HN to switch ON.

· AOCS bus 2, 
check PSAPEM=ON
If OFF, send /PCPDU2EN to switch ON.

· AOCS bus 3, 
check PSAPHR=ON
If OFF, send /PCPDU2HR to switch ON.

· AOCS bus 4, 
check PSAPER=ON.
If OFF, send /PCPDU2ER to switch ON.

Next, the procedure enables thermal control for each selected circuit by sending the command(s) KNK52ENA with the applicable data word(s).  Finally, the procedure authorizes the thermal control function by sending the command KNK0AAUT, 0013.

The last TSTOL procedure used for sunlight thermal control is k_sunc_dis.  This procedure is used to disable all or a selected subset, of the reprogrammed thermal circuits using the sunlight control mode.  This is accomplished by sending the command(s) KNK52DIS with the applicable data word(s) for each circuit to be disabled.

6.10 Payload Module Operations

The SOHO experimenters reside in the Experimenter's Operations Facility (EOF).  Experimenters are responsible for performing the commanding necessary for the scientific observations and health and safety of their instruments.  The FOT is still responsible to ensure a minimum of health and safety for all the experiments.  This section defines the extent of the FOT involvement in assessing experiment health and nominal operations, as well as any payload commanding which the FOT performs.

6.10.1 Health and Safety Assessment

The FOT performs payload health assessment during each pass.  The FOT monitors the i_exp_check page that contains critical telemetry parameters for each experiment.  The i_exp_stat page displays the ON/OFF status, current, flag status, and limits sets used.

The POCC software constantly checks experiment telemetry against all limits specified in the database.  When a yellow or red limit flags for a mnemonic, the FOT takes appropriate action based on agreements reached with each individual experiment team listed in the Experiment Emergency Activities (EEA) binder.  If there is no specific action required the FOT follows the nominal notification process for limit or configuration monitor violations.

Temporary limit or configuration monitor changes are handled by an "Experiment Expected Limit(s)/Configmon(s) Violation Form" issued by the SOC.  These forms are numbered Xyy-nnn, where X is the experiment letter designation, yy is the two-digit year, and nnn is the number.  This form is commonly referred to as a limit violation sheet.  Each time a new form is received, the number is incremented.  The number starts at 1 for each new year.  Fields on the form include:

1. Number (i.e. C08-019)

2. Date Submitted

3. DOY submitted

4. Limit Violations and/or Non-nominal Limit Sets: 
A list or description of mnemonics and the type of violation that will appear

5. Configuration Monitor Violations:
A list or description of mnemonics that will violate a configuration monitor

6. Actions:  action required

7. Reason for Violation

8. Expected Violations Start Time

9. Expected Violation Stop Time

10. Change Requested by

11. Science Operations Coordinator Concurrence

12. SOHO Observatory Engineer Concurrence

13. Received by (SSE)



14. Effective Start Time

a. Planned Time:  As listed in the Expected Violations Start Time field

b. Immediate:  
 Based on the time the form was received

c. Per EOF/Instrument Direction:
used when the EOF notifies the FOT when to begin using the form

15. Effective End Time

a. Actual Time:  time the form lost effect, based on when the EOF notified the FOT

b. Superseded by:  enter the number of the limit violation sheet (i.e. N05-008).

c. Expired:  time the form loses effect


16. VC4 processing:
Note: VC4 processing in which violations occurred and checked off as OK or prepares or notes an anomaly report

Limit violation sheet guidelines:

· One active form per instrument

· Only have one start/stop time for all expected violations

· Each form may span no more than one week (exceptions are made by the Lead Engineer)

The limit violation sheets are placed in a plastic document protector in the specific instrument section of the EEA.  When instrument violations occur, check the limit violation sheet and the Mnemonic Information Table for actions to take.  Generate anomaly reports for violations not covered by the limit violation sheet.

The procedure i_exp_check is run for each pass.  This procedure starts TSTOL watches monitoring:

· LSESWMOT
LASCO/EIT sector wheel motor

· MIAEMTR
MDI motor current

· VSDAS
VIRGO sensors latch up detection.

If any of the above mnemonics violate conditions defined in the watch body, an xdialog box appears on the POCC string informing the FOT of the appropriate action to take or contingency script to execute.  During automated support, if any of the above mnemonics violate the conditions defined in the watch body, the OE is paged.

The EEA contains the contact list for each experiment and the responses for each experiment's anomalies.  The FOT keeps the expired limit violation sheets in the Expired Limits binder.  This binder is used to check past limit and configuration monitor violations during subsequent review of limit/configuration monitor violation delogs.

6.10.2 Instrument Operations

All commanding affecting more than one instrument is performed by the FOT from the POCC.  The experimenters must submit an OCD perform these activities (exceptions are made by the Lead Engineer).  These activities are planned and coordinated via the daily planning meetings.  Experiment commanding tasks performed by the FOT include science submode changes and OBT distribution.

6.10.3  
Science Submode Switching

Telemetry submode transitions can be performed in medium rate or high rate.  SUMER, CDS, and LASCO/EIT participate in bandwidth sharing performed through the DHSS.  These transitions are planned through the SOC and executed by the FOT.  NRT commanding may be needed by the EOF when switching science submodes.  

The most common science submodes used are submodes 5 and 6.  Submode 6 is a patched version of submode 1.  When submode 6 is in use commands and telemetry will indicated submode 1.  Since submode changes are common, remote procedure requests (RPR) allow the instrument teams to request this activity.  An OCD is not required when an RPR is used to initiate a submode change.

6.10.4 OBT Distribution

The FOT distributes OBT to SWAN and CELIAS daily.  On the first of the month, OBT is also distributed to UVCS.  Some of the instruments require OBT distribution after a reboot of the instrument.  Remote command requests (RCR) allow these instruments to distribute OBT without interrupting NRT.

6.10.5 
Thruster Operations Activities

When thrusters are used, some of the experiments require special configurations.  These special configurations provide protection against contamination.  Table 6.33 gives thruster operations constraints for each instrument.

	Instrument
	Thruster Operations Constraints

	CDS
	Before: Close both doors (GIS and NIS) via NRT commanding within 2 hours of the start of the SVM maneuver activities.

After: Wait > one day once the burns are complete before returning to nominal operations via NRT.

	CELIAS CTOF 
	Before: Will safe prior to any maneuver activities using a delayed command load.  Typically CTOF will only safe if the fuel estimate of the burns is > 1500 grams.

After: Recovers via delayed command load.


Table 6.33 Instrument Thruster Operations Constraints

	Instrument
	Thruster Operations Constraints

	CELIAS MTOF 
	Before: Will safe prior to maneuver activities only if the fuel estimate of the burns is > 1500 grams.  Safing is performed using NRT.  The TSTOL procedure f_fl_m_safe could be used to safe MTOF, but has never been used operationally to date.

After: Recovers via NRT commanding.

	CELIAS STOF 
	Before: Will safe prior to maneuver activities.  Safing is performed using a delayed command load.  

After: Recovers via delayed command load.

	CEPAC
	Not sensitive to thruster operations.

	GOLF
	Not sensitive to thruster operations.

	LASCO
	Before: Will close all three doors (C1, C2, C3) via NRT commanding.  LASCO will close their doors prior to CDS closing its door.  Once doors are closed, LASCO is to be removed from the experiment off-pointing function.

After: Usually opens their doors via NRT 24 hours after the burns are complete.  Will also typically wait to open their doors until 1 hour after CDS opens its door.  LASCO is to be added to the experiment off-pointing function following the burns, but prior to opening their doors.

	EIT
	Not sensitive to thruster operations.

	MDI
	Before:  The MDI ISS loop must be opened prior to any thruster activities.  This can be performed either via NRT commanding, or with the TSTOL procedure m_fl_issopen (and a verbal verification with MDI first).  Additionally, MDI is to be removed from the experiment off-pointing function, but only after their ISS loop is opened.

After: The MDI ISS loop must be closed once all burns are complete.  This can be performed either via NRT commanding, or with the TSTOL procedure m_fl_issclos.  Additionally, MDI is to be added to the experiment off-pointing function, but only after their ISS loop is closed.

	SUMER
	Before: Will close aperture door and turn high voltage detector off, via NRT commanding.  If not already disabled, SUMER is to be removed from the experiment off-pointing function.

After: Opens door and turns ON high voltage detector no sooner than 12 – 24 hours after the last burn, depending ON the amount of fuel used.  If resuming observations, SUMER should be added to the experiment off-pointing function.

	SWAN
	Before: Is removed from the list of ESR warning flag recipients.  Will be placed in launch lock position using the TSTOL procedure n_fl_llockin.  

After: No sooner than 2 hours after the last burn, return to nominal configuration using the TSTOL procedure n_fl_llockout.  Add back to the list of ESR warning recipients.  Often, there will be a delayed command load to uplink once SWAN is back in nominal mode to resume science studies.

	UVCS
	Before: Will safe the instrument via NRT commanding.  Typical safing includes rolling the instrument to align the long axis of the aperture with the S/C Z-axis and placing it ON the outer edge of the instrument.  Additionally, they will move the occulter and the mirror to a safe position, ramp down the detectors and turn OFF the high voltage power supplies.  UVCS may also partially, or completely, close their door.  The experiment off-pointing function nominally remains enabled for UVCS.

After: Resumes normal observations using NRT commanding once all SVM activities are complete.

	VIRGO
	Not sensitive to thruster operations.



Table 6.33 Instrument Thruster Operations Constraints

6.10.6 Experiment Operations Profiles

This section identifies the specific features of each experiment, including a science overview, operational notes, and contingencies.

6.10.6.1 CDS Science Overview

The CDS is designed to probe the solar atmosphere through the detection of spectral emission lines in the extreme ultraviolet (EUV) wavelength range 150  - 800 (.  By observing the intensities of selected lines and line profiles, temperature, density, and flow, an abundance of information for the plasmas in the solar atmosphere can be derived.

The CDS instrument consists of a grazing incidence Wolter-Schwartzchild type 2 telescope that focuses a beam onto a slit assembly after being reflected from a scan mirror.  Part of the beam feeds from the slit into a Normal Incidence Spectrometer (NIS) or Viewfinder Detector System (VDS).  The other part of the beam feeds into a Grazing Incidence Spectrometer (GIS).  Due to limited resources, it is not possible to have both the GIS and VDS operating simultaneously.

CDS is comprised of three transputers and specific microprocessors designed for parallel processing.  In normal operations, CDS uses two of these processors.  One is used for command and control while the other is for science operations.  The third processor is a backup and remains off.

6.10.6.1.1 FOT Operation Notes (CDS)

CDS is operated by a resident team.  Most CDS commanding occurs via NRT.  CDS can use the delayed commanding and background queue functions.  CDS can transmit data at several rates.  Science subformat 6 has the highest allocation of packets for CDS.

6.10.6.1.2 Contingency Notes (CDS)

The FOT closely monitors four CDS mnemonics.  Any violations for these mnemonics may require immediate action to be taken.  CTM18 is watched for red high alarm conditions indicating the CDS slit motor needs to be reset via TSTOL procedure c_fl_sltmtr_rst (contingency script C-02).  CIEG+12V, CIEG+5V, and CIEG-12V are monitored for red low alarms.  When these GIS detector currents are all red low, it is an indication of a CDS experiment watchdog trigger.  The FOT response to a watchdog trigger is covered in contingency script C-03.  If the CDS processor used for command and control hangs, a watchdog timer will trigger and reboot all of the processors.

Several other CDS mnemonics are detailed in contingency scripts to clearly identify when there may be a problem and CDS notification required.  The MCU temperature (CTM29) yellow high or any red limit violations require immediate notification of the CDS team (contingency script C-05).  The CUVMCP telemetry point sensor on the spacecraft is faulty.  This mnemonic may violate limits at times when there is no real problem.  If CUVMCP violates red high for three minutes or greater or red low at any time, CDS team notification is required (contingency script C-06). 

In addition, several of the GIS mnemonics are monitored.  Varying levels of notification are required depending ON the type of limit violation.  Refer to Contingency Script C-07 for required actions.

6.10.6.2 CELIAS Science Overview

CELIAS is an in situ solar wind experiment that measures the elemental, isotopic, and charge state composition of the solar wind.  CELIAS can also determine the bulk speed and the kinetic temperature of the solar wind.

CELIAS consists of three independent sensors and a digital processing unit (DPU) common to all three sensors.  The sensors include:

· Charge Time-of-Flight (CTOF)

· Mass Time-of-Flight (MTOF)

· Suprathermal Time-of-Flight (STOF).

Additionally, a Solar Extreme UV Flux Monitor (SEM) is incorporated on STOF.  Each sensor is designed to examine specific aspects of the solar wind in order to provide a broad analysis.

The DPU:

· Controls the stepping of the deflection voltages for each sensor

· Monitors the housekeeping telemetry values, performs necessary processing before formatting, and sends telemetry to the spacecraft

· Processes data from all three sensors and transfers it to the spacecraft

· Receives, decodes, and processes commands

· Monitors and autonomously controls critical functions for up to 48 hours if a contingency arises.

Even though the DPU provides autonomous fault recovery, the internal CELIAS heaters need to be activated by ground commanding in the event that one or more sensors are deactivated by the DPU.  NOTE:  The internal CELIAS heaters are NOT the same as the substitution heaters controlled by COBS thermal circuits 64-67.  The CELIAS heaters are internal to CELIAS, and are used to thermally substitute for the CELIAS sensors.

6.10.6.2.1 
FOT Operation notes (CELIAS)

CELIAS is a non-resident experiment.  The primary contact between the FOT and the CELIAS experiment team is the SOC.  In the event of a limit violation, both the SOC and the lead co-investigator for the sensor should be notified.

For the most part, CELIAS is autonomous and requires little intervention due to its adaptive data acquisition capability.  Nominal commanding of CELIAS is done via delayed command loads provided by the experiment team.  CELIAS may also occasionally submit an OCD to request other commanding activities or procedure execution.  High voltage commanding requires the presence of a qualified member of the experiment team present during the actual commanding activities.

The CELIAS LOBT clock drifts about one minute slow per day.  To compensate for this inaccuracy, the FOT updates the CELIAS LOBT once every 24 hours, nominally on the midnight shift, using the procedure k_obt_dist.

6.10.6.2.2  
Contingency Notes (CELIAS)

The CELIAS team has defined nine contingency scripts (CS):

· CS F-01, CELIAS Emergency Power OFF, run if the CELIAS team requests an urgent shutdown, or if the ENTIRE CELIAS experiment needs to be turned OFF. 

· CS F-02, F-03, and F-04 are Emergency Power OFF scripts for the CTOF, MTOF, and STOF sensors, respectively.

· CS F-05, F-07, and F-09 are Power ON scripts for the MTOF, STOF, and CTOF sensors, respectively. 

· CS F-06 run to recover the CELIAS DPU.

· CS F-08 run to power ON the CELIAS DPU.

OE approval is required before running these scripts.  The FOT should make every practical effort to contact the appropriate CELIAS experimenter(s) in advance as well.  Instrument recovery from a power OFF state is made via TSTOL procedures.  A CELIAS representative must be present during the recovery.

6.10.6.3 CEPAC Science Overview

The CEPAC is made up of the Comprehensive Suprathermal and Energetic Particle (COSTEP) and the Energetic and Relativistic Nuclei and Electron (ERNE) instruments.  CEPAC is an “in situ” experiment designed to provide a comprehensive data set to study the solar wind from its source at the Sun through the heliosphere.  It is possible to make direct measurements of the particle composition and energy spectrum in the solar wind with this particle instrument.  

COSTEP studies the energy release and particle acceleration processes in the solar atmosphere as well as particle propagation in the interplanetary medium called the solar wind.  COSTEP measures the energy spectra of electrons of up to 5 MeV, protons, and He nuclei of up to 53 MeV/nuc.  COSTEP is composed of two sensor units.  The Low Energy Ion and Electron (LION) sensor consists of three ion-implanted silicon detectors.  The Electron Proton Helium Instrument (EPHIN) sensor is a multi-element array of solid-state detectors.

ERNE measures the energy spectra of elements in the range Z = 1 to 30 (up to 540 MeV/nuc), abundance ratios of isotopes, as well as the anisotropy of the particle flux.  It is composed of two sensors, the Low Energy Detector (LED) and the High Energy Detector (HED).  The LED employs semiconductor detectors, where the HED uses scintillators in addition to semiconductor detectors.

6.10.6.3.1 FOT Operation Notes (CEPAC)

CEPAC is a non-resident experiment.  All CEPAC commanding is performed by the FOT.

The CEPAC LION experiment must be OFF any time the MDI front door is closed.  Due to the proximity of these instruments, operating LION while the MDI door is closed causes permanent degradation to the LION sensor.  Contingency script H-08 details the process for switching LION OFF.

6.10.6.3.2 Contingency Notes (CEPAC)

The ESU can either be placed in STANDBY using contingency script H-01, or powered OFF using contingency script H-02 based upon the limit violations detailed in each script.  The ESU can also be reset using contingency script H-09.  Contingency scripts H-09 includes switching the ESU to standby, OFF, and ON.  NOTE:  Once the ESU is switched back on, the ESU Data Request Error Patch must be reloaded before the ESU can be placed in observation mode again.  Similarly, the EPHIN sensor can be safed by being placed in STANDBY using contingency script H-03, or powered OFF using contingency script H-04.

There are two scripts used to power OFF the entire CEPAC instrument at the LCL level.  Ideally, if CEPAC needs to be powered OFF, both EPHIN and ERNE should be placed in STANDBY prior to the instrument power OFF using contingency script H-05.  If time is critical, CEPAC can be immediately powered OFF without any preparatory actions using contingency script H-06.

The FOT closely monitors two CEPAC mnemonics, HKCEHKER and HKCESCER.  HKCEHKER and HKCESCER should nominally equal zero, but will change states to equal one any time there has been an ESU data request error.  Due to the frequency of this error, a patch to the ESU software nominally corrects the problem autonomously onboard.  Contingency Script H-07 details the process to follow any time an ESU data request error occurs.  Contingency Script H-10 is used for powering ON or recovery all of CEPAC.

On 15 February 1997, a software upgrade to the ESU configured the instrument’s internal heater to be “ON” at full power.  This led to increasing temperatures until a thermal reconfiguration was triggered.  This is historically a noteworthy event since it was the second thermal reconfiguration during the mission life.

6.10.6.4 GOLF Science Overview

The GOLF instrument is a helioseismology experiment designed to study the internal structure of the sun by measuring the spectrum of global oscillations in the frequency range 10-7 to 10-2 Hz.  Both pressure and gravity mode oscillations are investigated with the emphasis on the low order long period waves, which penetrate the solar core.

Helioseismology contributes to several aspects of solar physics including derivation of the solar interior structure, the excitation and damping of oscillation modes, and the state of the Sun’s internal rotation.  To date, scientists have precisely determined the sound speed and the density inside the Sun down to 0.3 solar radii.  The comparison with predicted values deduced from a classical solar structure model shows a discrepancy on the order of two percent or less.  In the core of the Sun uncertainties of such quantities are still rather large.  It is here the very precise and long-duration measurements from GOLF can improve the knowledge of the Sun, as well as give some constraints on the effects of variations during the solar cycle.

6.10.6.4.1 FOT Operation Notes (GOLF)

GOLF is a non-resident experiment.  The GOLF experiment is capable of using OBDH block commands from both TSTOL procedures and NRT.  GOLF can use the delayed commanding and background queue functions. 

GOLF is a recipient of the daily pulse.  The daily pulse is only used the first time it is received on a given day.  If it is received again it will then be rejected.  There would be no change of time.  The daily pulse receipt can be verified using the mnemonic GSIT, which goes to zero once the pulse, has been received.

There are no constraints imposed by the instrument on any maneuver activities.

During keyhole periods, the FOT records GOLF data for every gap.  This is regardless of any intermittent RECORD subset used.  This is done, so that there is no disruption of GOLF data.

6.10.6.4.2 Contingency Notes (GOLF)

Contingency Script G-01 details how to power OFF GOLF in an emergency, and how to reconfigure the SVM as necessary.  

Contingency Script G-02 details how to power ON GOLF, and return it to normal operating conditions following a major spacecraft reconfiguration or an emergency when the instrument was powered OFF.  

6.10.6.5 LASCO / EIT

6.10.6.5.1 
LASCO Science Overview

LASCO is a set of three coronagraphs called C1, C2, and C3 that image the solar corona from 1.1 to 32 solar radii. 

· C1 FOV covers:
1.1-3 solar radii. 

· C2 FOV covers:
1.5-6 solar radii.

· C3 FOV covers: 
Up 
to 32 solar radii.

A coronagraph is a telescope that is designed to block light coming from the solar disk.  The image is similar to a solar eclipse.  An occulting disk allows extremely faint emissions in comparison to direct emissions from the solar disk to be seen.  

The essential questions of solar physics to be addressed by LASCO are: 

· How is the corona heated?

· Where and how is the solar wind accelerated?

· What causes coronal transients, and what role do they play in the evolutionary development of large-scale coronal patterns?

As a result of the SOHO Interruption (24 June to 16 August, 1998), LASCO only performs scientific observations with the C2 and C3 telescopes.

6.10.6.5.2 
FOT Operations Notes (LASCO)

The LASCO is a resident operations team.  The instrument's primary processor is the LASCO Electronics Box (LEB).  The LEB serves as the interface between the instrument and spacecraft.  The LEB also provide services EIT.  The LEB contains an internal power relay that is separate from the spacecraft LCL, which transfers power from the spacecraft bus to the experiment.  This configuration allows for the processor to be rebooted (power cycled) without affecting the spacecraft LCL power consumption and the experiment LCL monitoring function.  There are no nominal FOT activities for the LASCO experiment.

LASCO is very sensitive to spacecraft pointing.  If the spacecraft is off-pointed enough that the occulting disk no longer covers the solar disk, direct sunlight can enter any of the 3 coronagraphs damaging them.  To avoid this possibility, LASCO participates in the experiment off-pointing function.

The LASCO data rate varies depending on which science submode is being downlinked.  LASCO has two RPRs it uses to request science submode transitions, l_sm6to5, and l_sm5to6.
During spacecraft maneuvers or any time thrusters are fired, LASCO closes the doors to all coronagraphs.  The doors are closed prior to the CDS door closing.  The LASCO doors are not reopened until one hour after CDS reopens their door.  The scheduling of the door activities with CDS is to avoid having particles from the MLI blanket around CDS floating across the FOVs of LASCO's coronagraphs.  

6.10.6.5.3 
Contingency Operations Notes (LASCO)

In the event of a spacecraft off-pointing anomaly and LASCO's doors fail to close as a result of the ESR warning flag or the experiment off-pointing functions, use contingency script L-01 to close the LASCO doors from the ground.  This contingency script, in Appendix C2, is only initiated when requested by a member of the experiment team and confirmed by an OE.

6.10.6.5.4 
EIT-Science Overview

EIT is able to image the solar transition region and inner corona in four, selected bandpasses in the extreme ultraviolet (EUV):

· Fe IX/X
171 Å,

peak temperature is 1.3x106 K

· Fe XII

195 Å

peak temperature is 1.6x106 K

· Fe XV

284 Å,

peak temperature is 2.0x106 K

· He II

304 Å

peak temperature is 8.0x104.K

The bandpasses are selected via a rotating mask, driven by a sector motor wheel, which allows only light from a single quadrant of the telescope to reach the focal plane where the CCD detector is located.  The sector motor wheel spins in a counter-clockwise direction to capture an image at the specified bandpass.

EIT provides full disk images in emission lines formed at temperatures that map solar structures ranging from the chromospheric network to the hot, magnetically confined plasma of the solar corona.  Full disk images are issued to other SOHO experimenters each day.  The images provide the global coronal context to aid in unifying studies in forming the observing plans of the other coronal instruments on SOHO.

6.10.6.5.5 
FOT Operations Notes (EIT)

EIT uses the LASCO electronics and software to execute all functions, including:

· Reading the output of the CCD detector

· Processing the resulting data stream

· Forwarding data to the SOHO DHSS for transmission to the ground

Observation sequences are uplinked via NRT as a part of the LASCO uplink.  The EIT commands also pass through the LASCO electronics box.  Refer to the LASCO User Manual for a detailed discussion of the elements of the common LASCO/EIT system.  There are no daily FOT activities performed for EIT other than monitoring for anomalies.  During keyhole periods, EIT typically performs a bake-out.  The FOT runs the procedure o_eit_bakeout to set the EIT limits during bakeout.

6.10.6.5.6 
Contingency Notes (EIT)
Critical anomalous conditions for EIT are monitored on the FOT telemetry page, i_exp_check.  Telemetry mnemonic LSESWMOT is the EIT sector wheel motor status.  If LSESWMOT = 211 or 212 for over 450 seconds reference contingency script L-03 for corrective actions.  Another indication of the sector wheel hanging is a red high limit violation of the parameters ETE1 or ETE4.  If one of these conditions exists reference the contingency script L-02, which is executed to resolve the anomaly.  A completely separate type of anomaly can also occur in which the LEB hangs.  In this situation, the FOT will see no indication in the VC0 telemetry, but the experimenters are unable to execute any commands.  To recover from this anomaly, the FOT executes contingency script L-04, upon LASCO/EIT request, to cycle the LEB power.

6.10.6.6 MDI Science Overview

The Solar Oscillations Investigation (SOI) uses MDI instrument to probe the interior of the Sun by measuring the effects of solar oscillations on the visible solar surface, the photosphere.  Details of the oscillation modes contain information on the internal structure of pressure, density, composition, sound speed and dynamics, rotation rate and flows, as functions of the radius and latitude.  Knowledge of the structure and dynamics of the solar interior from the outer, convective layers down through the radiative zone into the energy generating core, will improve improves understanding of the solar cycle and stellar evolution.  Other MDI observations contribute to our knowledge of the solar magnetic field and surface motions.

MDI instrument images the Sun on a 1024x1024 CCD camera through a series of increasingly narrow spectral filters.  The final elements, a pair of tunable Michelson interferometers, enable MDI to record filter-grams with a full width half max (FWHM) bandwidth of 94 mA.  Normally 10 or 20 images are recorded each minute centered at five wavelengths near the magneto-sensitive Ni I 6768 Å spectral that is a mid-photospheric absorption line.  MDI calculates line-of-sight velocity from the Doppler shift, continuum intensity, and line depth from the filter-grams with a spatial resolution of  ~4 arc-sec (~2 arc-sec pixels) over the whole disk, or a resolution of ~1.2 arc-sec (~0.6 arc-sec pixels) in the high-resolution field of view.  A polarizer can be inserted to measure the line-of-sight magnetic field.  The Zeeman splitting of the energy levels (proportional to the magnetic field strength) is determined by the difference between the Doppler shifts calculated from the filter-gram components taken separately in right-hand circularly polarized and left-hand circularly polarized light.

6.10.6.6.1 MDI Fields of View

MDI has two optical paths, full disk (FD) and high resolution (HR), separated by beam-splitters and folding mirrors.  The shutter selects which beam falls on the 1024x1024 CCD.  A Barlow lens in the HR path magnifies the HR image.  The magnification is approximately 3.3 times when compared to the FD image.  Most observing sequences make use of one path or the other.  A few observing sequences toggle between HR and FD for special non-helioseismology studies.  The HR FOV is 10.3 x 10.3 arc minutes squared, is fixed on the disk, and centered approximately on a central meridian about two-arc min north of disk center.  The MDI image scale is 1.98 arc-sec for a FD pixel and 0.605 arcsec for a HR pixel.

6.10.6.6.2 MDI ISS loop

An Image Stabilization System (ISS) keeps relative positions of MDI images constant to 0.03 arc-sec  The ISS is a closed loop servo control system that uses the image of the solar limb projected onto four orthogonal detectors at the guiding image focal plane.  Each detector consists of a redundant photodiode pair.  The system uses a three point piezoelectric transducer (PZT) actuated mirror to remove errors in the observed limb position.  The ISS provides the stability required for a 60-sec velocity measurement.  Jitter of less than 0.03" peak-to-peak keeps the velocity error below 7 m/s.

The ISS is able to actively correct the image position with image center offsets of +/- 7 arc seconds from nominal.  The ISS tip-tilt mechanism has a control range of +/- 10 arc seconds in the solar east-west direction (SOHO yaw) and +/- 23 arc seconds in the solar north-south direction (SOHO pitch).  The MDI ISS control range is strongly influenced the SOHO experiment off-pointing flag threshold being defined at 10 arcseconds.

6.10.6.6.3 MDI Telemetry

A narrow channel of 5 kbps is available within VC1 at all times.  A wide channel of 160 kbps is in VC2 or VC3.  VC2 data is immediately received during real time.  VC3 data is recorded on the ground and delivered later.  There is an additional very narrow channel for housekeeping data in VC0.  A narrow channel of 5 kbps is available at all times.  VC2 data is provided whenever possible during GSFC day shift hours.  During off-shifts after VC4 and VC2 requirements are met, VC3 data is selected.

6.10.6.6.4 MDI Structure Program

The structure program is a suite of observations designed to make use of the narrow (5 kbps) telemetry channel.  A carefully selected set of spatial averages of velocity, intensity, and line depth continuously monitor the longest-lived oscillation modes that reveal the internal structure of the Sun.  Some of these averages can be used for cross-comparison with VIRGO LOI and GOLF data.  The continuum and line depth data are flat-fielded before being averaged onboard.  The structure observables are downlinked or recorded at all times; there is no important distinction between the near-real time and recorded telemetry intervals.  The observations require either 10 filter-grams per minute (the 30-second program) or 20 filter-grams per minute (the 60-second program).  The 60-second program is nominally run at all times when high-rate telemetry is unavailable.  For high-rate telemetry, the choice between the 60-second program and the 30-second program depends on which observations are made to support other observing programs.

It is possible for MDI to downlink ALT magnetograms in the 5 kbps data.  This will fill the packets with only science data and no instrument housekeeping data in VC1.  This does not affect the MDI housekeeping data in VC0.

6.10.6.6.5 
MDI Synoptic Magnetogram (ALT) Program

Every 96 minutes (15 times per day), an alternate magnetic (ALT) program runs to obtain full disk magnetic field observations at a regular interval referred to as cadence.  While the spacecraft is in SSR record or dump mode, the ALT program generates a five-minute summed magnetogram for later downlink from memory.  If a high-rate campaign is running, the ALT program produces one-minute full-disk magnetogram and continuum intensity images.  The nominal ALT times (in OBT) are:

	00:00
	01:36
	03:12
	04:48
	06:24

	08:00
	09:36
	11:12
	12:48
	14:24

	16:00
	17:36
	19:12
	20:48
	22:24


Table 6.33 MDI (ALT) Magnetogram Times

Outside of high-rate telemetry times, up to five synoptic magnetograms can be stored in an onboard circular buffer.  If the stored magnetogram buffer is not dumped within 8 hours after the last VC2/VC3 period (i.e., 5 ALT times in SSR record/dump mode), stored magnetogram images will be overwritten.  In addition, if the full buffer is not downlinked in its entirety (the first 5 minutes of the VC2OBS program), the circular buffer pointers will be incorrect and any images not downlinked will be overwritten.  During keyhole periods, the MDI instrument team may choose to change the interval by which they take ALT magnetograms.  For Example, by changing the interval (cadence) to 288 minutes MDI will take only five ALT magnetograms per day.

6.10.6.6.6 MDI High-rate data

The MDI instrument uses a 160 kbps channel to downlink full or half resolution images each minute.  In the first half of each minute, a dopplergram is always taken, although it is not always downlinked in full resolution.  In the second half of each minute, another data product (or two) can be chosen to fit other science requirements.  Two-by-two pixel binning or rectangular subfield extraction of images is often used to fit two or three high-rate observables into the downlink bandwidth. 

Outside of the continuous contact periods, MDI typically has VC2 high rate telemetry immediately available for the EOF during GSFC day shift.  The delayed VC3 high rate telemetry requires contact with spacecraft, however the VC3 downlinked data is recorded at the station and forwarded later.  When the SSR and TR are not being used VC2 or VC3 data use remaining bandwidth of 160 KB.  MDI-M, MDI-H, record, and playback modes are mutually exclusive for bandwidth needs to handle the data.

When a transition is made from MDI low rate, the 5 kbps as part of VC1 data, to MDI high rate, (idle to VC2), the startup campaign VC2OBS runs automatically for 12.6 minutes, down-linking the stored synoptic magnetograms, continuum images, and the stored LOI circular buffer.  The VC2OBS startup campaign also runs a calibration sequence (ICE) to check for contamination ON the front window, downlinks pages to check the flat field and other onboard processing tables, and runs FD and HR dopplergrams.  VC2OBS may include one or more HR magnetograms if there were fewer than five stored magnetograms to be dumped. 

Longer calibration runs are made periodically to see if the wavelength positions for the standard filter-grams need to be retuned or if the focus position needs to be adjusted.

6.10.6.6.7 MDI Continuous Contact Data

Once a year, nearly continuous high rate telemetry is available for approximately 8-9 weeks.  Due to keyhole events, continuous runs from one keyhole ending to the start of the next keyhole.  The prime goal of this continuous dynamics period is to obtain full resolution, full disk (cropped) Doppler-grams for a block of at least 60 days, to study the dynamics of the solar interior.  

Each month there is a 3-5 day continuous contact period.  These periods supplement the continuous dynamics data and achieve other important MDI science goals.

6.10.6.6.8 MDI Campaign Programs

During the 9-10 months per year when continuous high-rate telemetry is unavailable, the daily passes of high-rate telemetry are allocated to a variety of observing campaigns for a variety of science goals, often involving collaborative studies with other instruments.  Virtually any observations that the instrument is capable of are possible at these times, subject only to the constraints of the 160 kbps bandwidth, onboard computational resources limiting complexity of the observations, and the necessity of accomplishing the standard 10 filter-grams in 30 seconds of each minute of the structure program.  These filter-grams can also be used for the campaign observations.  In general, to maximize MDI science, a given campaign is run for an entire block of high-rate telemetry.

6.10.6.7 FOT Operations Notes (MDI)

6.10.6.7.1 
MDI Non-continuous Operations

During non-continuous campaign periods, MDI will operate using several different campaigns.  Structure data will always be collected, except when the spacecraft enters low rate, typically due to some sort of anomaly.  Structure is downlinked with the standard 56K data (VC1) from the spacecraft.  This means structure data is downlinked during all real-time supports, or recorded ON the SSR during non-contact periods.  No FOT interaction is required for structure data.  If the spacecraft has entered low rate, once medium rate has been restored, MDI requires NRT to restart the structure campaign.

The transition from IDLE to VC2 starts a campaign, which dumps the LOI buffer, all stored magnetograms, and health monitoring data from the instrument.  The instrument must stay in VC2 until campaign completion, which takes a minimum of 6 minutes.  It takes one minute to transition into and out of the campaign mode, and one minute for each magnetogram to be downlinked.  Typically the shortest periods of VC2 conducted by the FOT consist of 15 minutes, except during keyhole periods where the VC2 period can be as short as 6 minutes.

The MDI campaigns vary based upon the schedule and the magnetogram generation times.  During the day shift pass, at least eight hours of VC2 is collected after the SSR dump followed by VC3 for the remainder of the pass until the SSR needs to be placed in record.  The standard transitions are idle to VC2, VC2 to VC3, and VC3 to idle.  VC2 may also be collected for 15 minutes before the SSR dump to prevent loss of stored magnetograms.  During the off-shift passes, 15 minutes of VC2 is collected following the SSR dump.  Once the fifteen minutes are complete, the remainder of the pass consists of VC3 until the end of pass activities.  

Without the usual transition through idle (the mode in which magnetograms are stored on-board in the LOI queue), any magnetograms generated will be lost when not in VC2/VC3.  To avoid this always transition through idle during times when MDI will be out of high rate and one, or several, magnetograms will be generated.  This is also the standard practice for recorder periods greater than 20 minutes.  

Following the recorder session, the proper transition sequence is to go from idle to VC2 for a minimum of 15 minutes, and then VC2 into VC3.  For recorder sessions less than 20 minutes, and when a magnetogram is not imminent, the transition can go straight from VC3 into record.  Following the recorder session, move directly from idle into VC3 and from VC3 into VC2 if necessary.  

NOTE:  A precautionary window of 20 minutes before, and 6 minutes after should be associated with each straight from VC3 into record session.  The window changes to 3 minutes before and 6 minutes after, if the usual transition MDI transition through IDLE is done.

During the long pass, station handovers may interfere with the non-continuous schedule.  For these situations, three basic guidelines have been established:

· If greater than 1 hour 40 minutes of VC2 is available prior to the handover, transition from idle to VC2 after the dump is complete.  Prior to the incoming AOS, switch from VC2 into VC3.  Once the handover is complete, remain in VC3.


· If the amount of VC2 time available is between 15 minutes and 1 hour 40 minutes, transition to VC2 following the dump and switch to VC3 prior to the incoming AOS.  Once the handover is completed, switch back to VC2 from VC3 until the two-hour requirement has been satisfied, then transition into VC3 for the remainder of the pass.


· If less than 15 minutes of VC2 is available, remain in idle until the handover is complete.  On the new station, transition from idle to VC2 for 2 hours, then switch to VC3 for the remainder of the pass.

If the day shift pass has duration of 12 hours or more (including passes containing one or more handovers), additional 1-hour periods of VC2 (MDI-M) should be collected every six to eight hours after the initial VC2 (MDI-M) collection.  These additional VC2 (MDI-M) periods must each contain an alt period (magnetogram). 

During a short pass there may not be enough time following the SSR dump to collect 15 minutes of VC2.  Once the MDI buffer dump is started, any interruption, such as a transition to IDLE, will cause a loss of magnetograms.  Therefore, never transition to VC2 unless a minimum of 7 minutes can be collected.

If for some reason it becomes necessary to drop out of high rate in an expeditious manner, the d_ssr_record procedure can be used without performing the k_mhtoidle transition first.  At the time when VC3 telemetry is ready to be restored, the k_idtomh procedure should be used.  If there is time once the DHSS/SSR is in record, the operator can execute the procedure m_fl_mmtoid or m_fl_mhtoid in order to place the MDI instrument in idle.  If the procedure, m_fl_mmtoid, is run for MDI, upon the return to MDI high rate, the k_idtomm procedure should be used followed by k_mmtomh procedure, as necessary.  

The procedure d_em_rec places MDI in idle without the benefit of timed transitions.  The procedure d_em_rec also places the SSR in record even if a playback is in progress.  In addition, standard monitoring 30 or 32 triggering has the same effect as d_em_rec procedure.  Contingency script C-27 is used following a transition to emergency record.

6.10.6.7.2 
MDI Continuous Operations

Two consecutive months out of each year, MDI conducts a pure dynamics campaign.  During this time SOHO will be in continuous contact, in which two months are required.  MDI conducts smaller campaigns, a 3-5 day continuous contact during the other months not involved with the prime dynamics campaign or in keyhole periods.  

The requirement for data recovery during the dynamics run is 95%.  Based ON studies performed in 1983, the following set of rules have been established to minimize the science impacts due to known operational interruptions in the continuity of high rate data.

· The maximum allowable telemetry loss from all sources is 5% per day.  This includes losses caused by MDI operations, DSN anomalies, spacecraft overhead, DPS processing and SOI data processing.  For planning purposes, operationally required gaps should not exceed 3% of any given day and thus should be less than 43 minutes per day.  It is important to consider the time that the high rate data has been removed from MDI in making this determination, and not just the duration of an outage or tape dump.  In other words, the overhead involved in effecting a transition must be considered against the total loss allowed.


· No gap in MDI high rate data should be planned unless it has at least a factor of 20 times its expected duration in continuity before and a reasonable expectation of similar continuity afterwards.  A typical recorder dump of 15 minutes with 10 minutes transition time overhead would therefore require 500 minutes (over 8 hours) of clean telemetry preceding and following it to avoid unacceptable degradation of the high rate data stream.


· Gaps in MDI high rate should not be planned with regular timing, such as within ten minutes of the same time every day.


· Gaps in MDI high rate should be avoided during the period when the magnetogram is being downlinked.  NOTE:  A precautionary window of two minutes before, and five minutes after should be associated with each time.


· Telemetry interruptions should be avoided if possible during the VC2 periods and/or during the LOI dump campaigns.

MDI continuous operations are ultimately governed by OCDs.

6.10.6.7.3 
MDI Spacecraft Maneuver Operations

During spacecraft maneuvers, special consideration must be given to MDI.  The MDI ISS loop reads in the limb of the Sun and automatically centers the instrument.  This feedback loop works when it is closed, and is inactive when the loop is open.  The MDI ISS loop needs to be open during momentum management and station keeping maneuvers.  This will typically be taken care of during the NRT setup period.  In some cases the FOT opens the MDI ISS loop just prior to entering RMW and close it immediately after returning to NM.  This prevents MDI from trying to correct for the small perturbations during maneuvers.  Additionally, when the ISS loop is open, the MDI structure data is lost and MDI would like to minimize this data loss as much as possible.  

6.10.6.7.4 
MDI Ground Features

MDI used the background queue to uplink the initial memory loads.  Background queue loads are approximately 2 Mbytes of data at the start of the mission.  The background queue is also used throughout the mission to update the onboard tables and tuning changes.  MDI uses the delayed commanding feature.  A typical delayed command load might be approximately 1 Kbytes per occasion, once the onboard observing sequence tables are stable.  MDI also uses time tagged command loads for timing specific commanding.  NOTE:  The CMS is not currently configured to create MDI time-tag loads.  MDI loads must be edited by the FOT in order to be uplinked as time-tags.

MDI requires OBT distribution at switch-on and after any instance when the DEP has been reset.  Additionally, the OBT needs to be distributed to MDI after any RTU reconfiguration.

The majority of MDI activities, other than mode changes associated with DHSS, are conducted using the NRT command capability.  NRT commanding is available almost any day of the mission, except when service module and/or anomalous activities are taking place.  MDI has the option to use both RCRs and RPRs in addition to the standard NRT commands.

6.10.6.7.5 
MDI Operational Constraints

There are several constraints, which must be followed while performing operations for the MDI instrument:

· Absolutely no DHSS transitions involving MDI are allowed within a specified window surrounding each ALT period (magnetogram).  This window starts three minutes prior to the alt time, and ends six minutes after the ALT time.  Exceptions to this policy are contingency situations, such as having to place the SSR/TR in record during an anomaly, or during the keyhole period when MDI is downlinking the 5-minute, averaged magnetogram in the 5 kbps structure data.

· Once MDI has been placed in idle by the procedure k_mhtoidle or k_mmtoidle, the next transition to the instrument must be an idle to VC2 (MDI-M) transition.  Be aware that placing MDI in idle, and placing DHSS in idle are different tasks.  Six minutes of VC2 is acceptable during keyhole periods.


· The shortest period of VC2 (MDI-M) allowed is 6 minutes.  If the sequence of events during the pass does not allow for at least 6 minutes of VC2, then the instrument should remain in idle.


· Any time during a pass, when MDI is not in VC2 (MDI-M) and is not required to be in idle, collect VC3 (MDI-H) data.


· For ranging to non-ranging handovers, or non-ranging to ranging handovers, MDI should be in VC3 (MDI-H) during the handover under FOT operation.  The SSR/TR, and DHSS, should be placed in record for the coherency switch, stopped, and then the procedure k_idtomh should be executed.  Exceptions to this policy occur when a magnetogram may be lost during the handover, in which case follow the steps described immediately below should be followed.  With automated passes, MDI is transitioned through IDLE.


· For ranging to ranging handovers, MDI is placed in idle prior to the handover.  The SSR/TR, and DHSS, are placed in record for the handover the necessary coherency switches performed, the SSR stopped, and then the procedure, k_idtomm, executed.  Collect VC2 (MDI-M) for at least 15 minutes, and then transition to VC3 (MDI-H).  Collect VC2 (MDI-M) for at least 6 minutes during keyhole periods.  Transition to VC3 (MDI-H) does not regularly occur during keyhole periods, unless a station handover is involved.


· Upon initiating VC2 (MDI-M) data collection, the operator must verify that VC2 (MDI-M) data is being received by IRTS and is being forwarded to the EOF.


· Upon a transition from VC2 (MDI-M) to VC3 (MDI-H) or to idle, the operator must verify in IRTS that VC2 (MDI-M) data is no longer being received.

6.10.6.7.6 
MDI Keyhole Operations

During keyhole periods, MDI may change the cadence for acquire full-disk magnetograms.  This allows for the continuity of observations to be maintained day to day.  Depending on the number of high-rate passed during the keyhole, MDI will uplink loads to change the cadence for a short period of time.  The constraints around MDI mode transition times do not change in this instance.

At other times, MDI will downlink some of their full-disk magnetograms in the 5kpbs narrow band data.  It takes upwards of 30 minutes to downlink a single full-disk magnetogram.  Due to this long period of time, the constraints around MDI mode transition time are changed from -2/+5 minute to -2/+38 minute window.

6.10.6.7.7 
Contingency Operations (MDI)

If at any time the console crew has a concern about the health or safety of the MDI instrument, they are to contact an OE and/or an MDI representative immediately.  The FOT should feel free to contact any representative at anytime of the day or night.  The order and priority in which people should be contacted is detailed in the SOHO Phone Lists.  

Should an MDI representative declare an MDI experiment emergency, they will give instructions as to how the FOT is to proceed.  The most likely scenario is that the FOT will be asked to execute the contingency script M-01, MDI Emergency Power Off.  The procedure used in this script will turn MDI off, and will turn ON its substitution heater, safing the instrument, and providing time for anomaly investigation, analysis, and resolution.  

NOTE:  This script absolutely may not be run without an MDI representative declaring an instrument emergency before its execution.  The people eligible to declare an MDI emergency are listed in the SOHO phone lists.

The FOT also routinely monitors the MDI motor current, represented by the mnemonic MIAEMTR.  This has been automated so that the monitoring is performed using a TSTOL watch, and several TSTOL pages.  The mnemonic must be monitored in order to ensure that the motor does not seize, thus causing damage to the MDI instrument.  If the mnemonic violates the limits defined by the MDI experiment team, the FOT will notify MDI in accordance with contingency script M-02, MDI Motor Current Violation.

6.10.6.8 SUMER
Science Overview

SUMER is an experiment designed to investigate structures and processes occurring in the solar atmosphere from the chromosphere up to the corona.  These observations allow detailed spectroscopic diagnostics of plasma densities and temperatures in many solar features.  SUMER measures profiles and intensities of EUV lines, determines Doppler shifts, and obtains monochromatic maps of the full or partial Sun and inner corona.  SUMER measurements are important in the areas of solar physics, stellar physics, plasma physics, and determining the nature of the solar-terrestrial relationship.  SUMER consists of a telescope and spectrometer, a power supply unit (PSU), a data processing unit (DPU), and two Cross Delay-Line Detectors (XDL).  Observations from SUMER are designed to be complimentary to those of CDS and EIT.

Most SUMER commands are OBDH block commands.  Therefore, only minimal configuration of the instrument is performed by the FOT.  The FOT is involved primarily in telemetry subformat switches and SUMER contingency activities.

For further details on SUMER, refer to the SUMER Instrument Guide, or visit the SUMER website http://sohowww.NASCOM.nasa.gov/descriptions/experiments/sumer/.

6.10.6.8.1 
FOT Operation Notes (SUMER)

In October 1996 it was discovered that the East-West (azimuthal) pointing and scanning mechanism was experiencing a mechanical degradation.  Two possible reasons for the failure have been identified.  First, the modes of operation used on the instrument were different than originally expected (non-continuous movements back and forth versus scans of variable length) and second the pre-load force on the ball bearings may have been too high.  

The instrument was operated between January 1997 and December 1997 at pre-defined azimuthal positions without using the azimuthal scan mechanism.  This method provided excellent scientific results, although azimuthal spatial information could only be achieved by letting solar features drift past the slit location.  It was determined that it would be safe to operate the scan mechanism in a high-current mode, though only for a limited number of operations.  Between the end of 1997 and the beginning of 1999, the mechanism was used for all pointing activities, but not for raster scans.  Since February 1999, one raster scan per observing sequence was allowed, in order to provide context images for the spectral observations.  The main goal was to use the mechanism and the detector resources to return optimal science results.

In November 1999, it was observed that the azimuthal scan mechanism began to fail in the high-current mode as well.  The full extent of this recent problem has yet to be fully determined.  The worst-case scenario is that the mechanism cannot be used to optimize future observations, even in high-current mode.  The science impact is only described as moderate.  It will most likely be possible to force the instrument to move to a pre-planned final azimuth position if desired.  The elevation mechanism is fully functional.  The impact is not so much the volume or quality of science results, but in the types of observations that can be made.

The SUMER detectors have been experiencing a gradual decrease of sensitivity, directly related to the total exposure to light.  The A-side detector is closer to saturation than the B-side, but both have reduced functionality.  To keep the detectors at a constant level of radiometric sensitivity, it was necessary to increase the high voltage gradually, which is now very close to the limit of the power supply for both detectors.  Therefore, the lifetime volume of observations is finite.  SUMER has been operating only periodically since June 1997 in order to maximize the lifetime science output, using careful coordination with other instruments (either ON SOHO, ON other spacecraft, or ON the ground).  

When SUMER is OFF, the detectors are ramped down, or switched OFF, and the door is closed.  Additionally, when OFF, SUMER is removed from the ESR warning flag receiver list and from the COBS experiment off-pointing function.  NOTE:  Only one of the two SUMER detectors may be ON at a time (either A- or B-side).  Nominally, SUMER is added or deleted from the ESR warning, and Experiment Off-pointing functions via RPR.  The RPR s_fl_flag_dis removes SUMER from these functions, and the RPR s_fl_flag_ena adds SUMER to these functions.

SUMER participates in the science submodes function (flexible bit rate modes), as SUMER telemetry bandwidth may be given to CDS or LASCO/EIT for rapid transmission of reference images.  SUMER requires a command to the instrument prior to transition to a new science telemetry submode.  When switching between subformats 1 and 6, coordination with the SUMER experiment is necessary or loss of science data will occur.  During subformats 2 and 3, SUMER must be put into idle since NO SUMER VC1 packets are generated.  SUMER only receives telemetry in subformats 4 and 5.  In subformat 6, the SUMER packet allocation is given to LASCO/EIT.  Telemetry subformat switches are coordinated with SUMER and the SOC.

6.10.6.9 Contingency Operations (SUMER)

The FOT closely monitors the following five SUMER mnemonics:  SSECPERR, SSPUERR, SIDEFL, SIDETA, and SIDETB.  If any of these mnemonics are in violation for more than seven minutes, OE notification is required. 

Presently, the SUMER team has defined four SUMER contingency scripts.  CS S-01, SUMER Emergency Power Off, is run when it is necessary to power OFF the SUMER experiment.  CS S-02, SUMER Graceful Safing, is run at the request of the SUMER team to safe the instrument.  CS S-03, SUMER Power On, is used to power ON SUMER after recovery from an anomaly, or if the SUMER XDL detectors have been switched OFF for an extended period of time.  The SUMER detectors are frequently powered OFF when the experiment team is not conducting science and SUMER is only considered a resident experiment when their detectors are ON.  CS S-04, SUMER Recovery after LCL cut-off by COBS, is run to allow SUMER to recover the instrument once SVM recovery activities are completed.  These scripts are only run under OE direction, with input from the SOC and SUMER.

6.10.6.10 SWAN Science Overview

The primary mission of SWAN is to measure the intensity of Lyman Alpha radiation from all directions and make estimates of its Doppler shift.  It is also used in coordination with UVCS to make solar coronal measurements, and may be used to locate comets.

For further details on SWAN, refer to the SWAN Instrument Guide, or visit the SWAN website http://www.geo.fmi.fi/PLASMA/SWAN.

6.10.6.10.1 
FOT Operation Notes (SWAN)

For maneuvers requiring PROS actuation, the periscope devices must be placed in launch position and the hydrogen cell filaments must be turned off.  This is accomplished by running the TSTOL procedure n_fl_llockin.  Prior to this step, the ESR warning flag to SWAN must be disabled to prevent SWAN from moving the sensors upon receipt of the ESR flag.  Executing the procedure k_set_esrwarn does this.  Two hours after the last PROS actuation, the periscope devices are moved out of launch lock position by running the procedure n_fl_llockout.  The ESR warning flag to SWAN is re-enabled as well.  Often, there will be a delayed load to uplink after SWAN is back to nominal mode to resume science studies.

The SWAN LOBT should be updated every 24 hours using the procedure k_obt_dist.  This is required due to an ongoing anomaly where the SWAN onboard time jumps about once every seven days or more.

Before a SWAN mechanism can be moved, a minimum temperature of 0 degrees at the mechanism has to be ensured in order to protect the coating of the mechanism bearings.  If the temperature readings of the instrument are too low even though it is switched on, activating current to the motors without moving them can generate additional heat.

If the spacecraft attitude is OFF by more than 0.5 degrees during solar coronal observations, the sensor units may receive direct sunlight, which would damage the sensors.  To counteract this, SWAN will autonomously switch OFF the high voltages to the sensors based upon the current output from the sensors.  

6.10.6.10.2 
Contingency Operations (SWAN)

Upon receipt of the ESR flag from the spacecraft, notify SWAN team.  If directed, run procedure, n_fl_esrllin, to safe SWAN sensors.  If no contact with SWAN team 30 hours after the ESR, and 11300 < NXSU1OMP < 12000 and 6250 < NXSU1IMP < 7000, then run procedure, n_fl_esrllin, to safe SWAN sensors.  Prior to this step, remove SWAN from list of experiments to receive ESR warning flag, by running procedure k_set_esrwarn.
Presently, the SWAN team has defined four contingency scripts.  CS N-01, Reactivate SWAN High Voltage Power Supply, is run only upon request from the SWAN team.  CS N-02, SWAN Housekeeping Mnemonic Limit Violation, is used to recover from a possible SWAN reset.  CS N-03, SWAN Red Limit Violation Recovery, is used to power OFF SWAN when there is a red limit violation of any of the following mnemonics:  NTMCU, NTEUPS, NTSU10M, NTSU20M.  This script is also used to power OFF SWAN when both sensor units have experienced a power supply trip.  In addition, this script may be used to handle non-temperature SWAN mnemonic red limit violations.  CS N-04, SWAN Power On/Recovery, is used to power ON SWAN using three cases.  These contingency scripts are only run under OE direction, with input from the SOC and SWAN.

6.10.6.11 UVCS Science Overview

UVCS studies the extended corona to better characterize the solar corona and the generation of the solar wind.  Measurements are made from heliocentric height of 1.5 to 10 solar radii.  Occasionally studies include objects in the UVCS field of view such as a star.  UVCS consists of three telescopes and a spectrometer assembly.  The assembly has two spectrometers, one detector focusing ON Ly-alpha and the other ON OVI.  The assembly also includes a visible light polarimeter.  

For additional details ON UVCS see the UVCS Experiment Guide or the website http://cfa-www.harvard.edu/uvcs/.  The website can be reached through the SOHO website under INSTRUMENTS.

6.10.6.11.1 
FOT Operation Notes (UVCS)

The FOT performs very little commanding for UVCS during operations.  UVCS is commanded primarily via NRT by the UVCS science team.  UVCS can use both delayed commanding and background queue functions.  

The nominal monitoring will verify the experiment's voltage and current indicators.  The instrument state (USMD) is closely monitored by the FOT.  This state is nominally “OPS” and should never be “SAFE” unless UVCS informed the FOT to expect it.

The UVCS OVI XDL & Ly-a XDL detectors both send data to the UVCS main instrument controller in 4-bit “nibbles”.  The nibbles are assembled into 8-bit quantities, which are sent to the DHSS for transmission to the ground.  Sometimes the pointer in the XDL is upset which is usually associated with a voltage adjustment to a detector.  This results in the wrong 4-bit nibbles being grouped.  This condition invalidates the temperature mnemonics for the detector affected.  Most mnemonics will not violate limits with the following exceptions:

· OVI detector


· UTMTOMON becomes a large negative value (approximately –33 to –38).

· UTMTOHVP becomes a large positive value (greater than 100).


· Ly-a detector


· UTMTLMON becomes a large negative value (approximately –33 to –38).


This condition does not require an anomaly report, only that UVCS be notified so that they may take appropriate action.  For details, reference OCD 398.

6.10.6.11.2 
Contingency Notes (UVCS)

UVCS has an instrument safe mode it will enter for some conditions.  When this occurs, the OE and instrument team are to be notified immediately.  The OE and UVCS team are to be notified if the power status of a detector, the mechanism power, or instrument heater power unexpectedly changes to OFF.  

The Emergency Switch OFF via the spacecraft LCL (contingency script U-01) is a safe mode that can be executed when high currents occur in the instrument or ON the main lines to the instrument.  The switch OFF is supported by the experiment.  Emergency switch OFF is also used when thermal violations occur just before entering a non-contact period longer than four hours, or upon request of an authorized UVCS representative.  Should the spacecraft enter ESR (refer to section 6.6), contingency script U-02 may be run to adjust the duty cycle of thermal circuit 84 in order to avoid UVCS thermal limit violations.  See the Emergency Activities binder, UVCS section for additional details.

6.10.6.12 VIRGO Science Overview

VIRGO studies solar irradiance, solar radiance variation, and helioseismology.  VIRGO consists of six instruments:  SPM A & B, LOI, PMO A & B, and DIARAD.

For additional details ON VIRGO see the VIRGO Experiment Guide or the website http://sohowww.NASCOM.nasa.gov/descriptions/experiments/virgo/virgomain.html.  This URL can be reached through the SOHO website under INSTRUMENTS.

6.10.6.12.1 
FOT Operation Notes (VIRGO)

VIRGO does not use OBDH block commands.  VIRGO is the only experiment that does not have the corresponding OBDH block acceptance and rejection counters.  All VIRGO commanding will be performed by the FOT using OBDH command messages containing memory loads.  The VIRGO science team sends time tag loads weekly for routine science commanding.  The weekly load is uplinked once a week, typically on Friday, or as indicated in the load.  When the POCC does VIRGO realtime commanding, the command sent interval by POCC must not be faster then every three minutes.  VIRGO has a command buffer capable of holding only one command at a time with a three-minute interval between readings.  If the unexecuted command already in the VIRGO buffer is not read, based on the VIRGO command execution cycle of three minutes, the second command sent to VIRGO will overwrite the first.  VIRGO does not use the OBT to update its LOBT.  OBT distribution must not be transmitted to VIRGO.  The first daily pulse received will be used.  Further synchronization will be performed using internal timing.

6.10.6.12.2 
Contingency Notes (VIRGO)

VIRGO has two contingency scripts.  Contingency script V-01 is the emergency power OFF.  This is executed for either of two situations.  The first condition is if VT1COMM, VT6COMM, or VT8COMM is greater than 70 degrees Celsius.  The second condition is if VIPWA (or VIPWB) exceeds 700 mA for several formats.  In both cases the OE is notified, CS V-01 is executed, and the instrument team is notified.  

Contingency script V-02 is executed when a VIRGO latchup disable condition is detected.  The problem can be identified when the VIRGO status word of the data acquisition unit (VSDAS) indicates that one of the four least significant bits is "0".  The nominal word is "0XXX1111" in binary.  The display on the page, i_exp_check, shows VSDAS in hex, in which case the last character must be "F" for nominal, and any other last character is an indication of the latchup problem.  The TSTOL procedure i_exp_chk, starts a watch defined to monitor the VSDAS mnemonic for this failure.  When the problem is detected, a window pops up instructing the console team to execute contingency script V-02.  Step 1 of this script instructs the operator to wait at least three minutes for the VSDAS mnemonic to update following the initial indication of a latchup condition.  If the latchup condition clears after the next telemetry update, then the problem was a latchup associated with the data acquisition system (DAS).  VIRGO can clear a DAS latchup autonomously.  NOTE:  During a DAS latchup all of the telemetry received from VIRGO is invalid.  The following identifies the three specific latchup cases and the appropriate response for each:

· If a DAS latchup occurs and clears autonomously, verify the VIRGO's main current has not dropped.  If the current declines considerably, this indicates a more serious problem as part of the instrument may have been switched OFF internally.  The FOT has defined a delta red limit to indicate a drop in VIRGO’s main current as an aid to the operators.  Upon identification of a drop in the main current, the VIRGO team should be notified immediately and an anomaly report written.  


· If the latchup condition clears autonomously and the main current remains unchanged, then write an anomaly report and exit the contingency script.


· If the latchup condition is present after the telemetry updates, proceed to step 2 of 
CS V-02, which will send commands to clear the latchup for the appropriate VIRGO detector.  Once step 2 has been completed, write an anomaly report and issue the proper notifications.

Any other anomaly is handled by contacting the VIRGO team for direction.  See the Emergency Activities binder, VIRGO section for additional details and current VIRGO team contact list.[image: image44.png]
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