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7.1 Contingency Operations Strategy

The FOT monitors the spacecraft to prevent or detect spacecraft anomalies, and responds appropriately.  The general plan to handle contingencies includes:

· Implement monitoring and analysis tools, displays, and ground procedures to provide:


· Sufficient warning to avoid anomalies caused by slow degradation

· Sufficient indicators to detect as quickly as possible anomalies that do occur


· Code and simulate procedures for ALL documented contingencies to provide the quickest, safest return to the nominal science mission in the event of an anomaly.


· Specify and train operators on the clear hierarchy of references to consult for any anomalous condition.  See Figure 7.1
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Figure 7.1 Contingency Reference Hierarchy
· Use approved contingency scripts for handling known anomalies.  Do NOT deviate from approved scripts or procedures for undocumented anomalies or if an unexpected response is received from the spacecraft while using approved contingency scripts or procedures.

7.1.1 Requirements and Definitions

7.1.1.1 Spacecraft Anomaly Definitions and Categories

For purposes of notification and recovery activity prioritization, spacecraft anomalies are divided into four categories of criticality.  These categories are defined with their respective notification requirements:

· IMMEDIATE CRITICAL - Immediate action required to avoid loss of mission.  Immediate notification to: Observatory Engineer, Lead Engineer, FOT Manager, ESA Technical Support Team Manager, and NASA Mission Director.

· CRITICAL - Spacecraft reconfiguration to redundant equipment/safe mode - Recovery actions are required.  Immediate notification to: Observatory Engineer, Lead Engineer, FOT Manager, ESA Technical Support Team Manager, and NASA Mission Director.

· MAJOR - No spacecraft reconfiguration, but science performance is affected.  Spacecraft reconfiguration may be imminent.  Recovery actions are required.  Immediate notification to: Observatory Engineer and Experiment Contact if applicable.

· MINOR - No spacecraft reconfiguration and no recovery actions are required.  When available, notify the Observatory Engineer and Experiment Contact, if applicable.

Table 7.1 contains a list of known possible spacecraft anomalies.  The category of each anomaly is also identified in the table.

	ANOMALOUS CONDITION
	CATEGORY

	Unexpected Loss of Telemetry (if unable to confirm safe spacecraft attitude control or identify problem as a ground failure)
	Immediate

Critical

	 Attitude Survival Mode (ESR)
	Critical

	 Stuck Thruster During Maneuver
	Critical

	 Unexpected Transition to CRP Mode
	Critical

	 CDMU Warm Startup
	Critical

	 CDMU Chilly Startup
	Critical

	 Non-Substitution Heater Thermistor Temperature Failure Indications
	Critical

	 Thermal Reconfiguration
	Critical

	 Experiment LCL Monitoring Triggered
	Critical

	 No Initialization of Reaction Wheels (ESR Recovery or RW Maintenance)
	Critical

	 Red Limit Violation (if NO reconfiguration triggered)
	Major

	 Unexpected and Unusual Configuration Monitor Violation
	Major

	 Experiment Off-pointing Monitoring Triggered (no AOCS mode change)
	Major

	 CDS:  Watchdog Error
	Major

	 CEPAC:  ESU Data Request Error (if not recovered autonomously)
	Major

	 LASCO:  Sector Motor Wheel Stuck
	Major

	 MDI:  Motor Current Violation
	Major

	 SWAN:  Sensor Unit Power Supply Trip
	Major

	 VIRGO:  Latch-Up Anomaly
	Major

	 Yellow Limit Violation 

- EXCEPTION:  Rapidly changing temperature monitored by COBS – Critical
	Minor

	 Commanding Problems (COBS software anomaly codes 06-16)
	Minor

	 Direct Memory Access Failure (COBS software anomaly code 01)
	Minor

	 Roll Off-Pointing Flag Triggers
	Minor


Table 7.1 Contingency Reference Table

7.1.1.2 Ground Anomaly Definitions and Categories

Categories are also assigned to ground anomalies to prioritize resolution of the more urgent problems.  The ground anomaly categories, their associated criteria, and notification requirements are listed here:

· CRITICAL is a Loss of mission capability due to MOC equipment outage necessitating hardware or software replacement.  Immediate notification is required to the Observatory Engineer, who may direct further notification such as to the FOT Ground Segment Engineer (GSE) or TPOCC System Maintenance (TSM) or Hardware Maintenance (TFE) personnel.

· MAJOR is ground equipment outage that causes a loss of telemetry or commanding for 10 minutes or more.  This category also applies to an outage affecting primary or redundant MOC equipment, which would result in a loss of mission capability if the alternate were not available.  If pass plan requirements cannot be met because of the anomaly, immediately notify the Observatory Engineer and/or Experiment Contact to reschedule the planned activities.

· MINOR is a ground equipment outage that causes a loss of telemetry or commanding for less than 10 minutes.  This category also applies to an outage that may not result in a measurable telemetry or commanding loss, but still requires FOT intervention to restore operational capability.  When available, notify the Observatory Engineer and/or Experiment Contact.

In general, the console operator always notifies the Observatory Engineer first.  The OE makes or directs further notifications as required.  

7.1.1.3 Mission Failure Tolerance Requirements

The spacecraft design is compliant to the overall requirements of failure tolerance and autonomy, which have been interpreted and implemented as follows:

· The design is tolerant to any single failure during operations in the sense that the spacecraft is safe for up to 24 hours until recovery action is taken from the ground, assuming Hx momentum of at least –10 Nms.  The 24 hours exception is when ESR is triggered during thruster operations in which case the autonomy is appraised at 8 hours.

· During critical support, the maximum ground reaction delay shall be 30 minutes, assuming simultaneous ground and on-board failures.  It is composed of the following (refer to Section 2.9.3 for detailed definitions):

· 15 minutes for ground segment reconfiguration time in case of ground failure


· 15 minutes for ground segment reaction time in case of on-board failure for initialization of the necessary recovery procedure.

The ground segment reaction time is modified in the specific cases outlined in Table 7.2
	Ground Segment Operations Description
	Reaction Time

	Reacquisition of telemetry if lost due to ESR

(Includes time to gain access to a 34-meter antenna)
	3 hours

	Initiate Ground-Based Roll Control in ESR 

(See Appendix C1, CS-18)
	1 hour after low rate telemetry received

	Detection of abort criteria and execution of thruster deactivation for maneuvers commanded from ground (TSTOL procedure a_inthr_abort)
	13 minutes


Table 7.2 Special Reaction Time Specifications

For the rest of the mission, ground control shall never be absent for more than 24 consecutive hours.  Due to the normal SSR capacity ground control should not be absent for more than 10 hours.  This restriction may be modified when intermittent recording is in use, depending upon the subset selected.

7.1.1.4 Failure Detection, Isolation, and Recovery (FDIR) Definitions

The spacecraft design is FAIL SAFE until a ground response is available, and FAIL OPERATIONAL after ground reaction.  A few general definitions are necessary before describing the actual failure recovery strategy:

· Failure detection is the process of recognizing an on-board anomaly and notifying ground personnel of abnormal spacecraft behavior or automatic reconfiguration of the spacecraft.  This process is performed by either the spacecraft or the ground system.

· Failure inhibition is the process initiated either on-board, or from the ground, to put the spacecraft into a safe state.

· Failure isolation is the process of identifying the failure cause.

· Failure recovery is the process involving data analysis and procedure or command execution to return the spacecraft to nominal, or best possible mission performance.

7.1.2 Contingency Operations Philosophy

The following points form the basis for the handling of operations anomalies:

· Contingency spacecraft commanding, even if pre-approved procedures exist, will normally NOT be performed by the console operator without direction from an Observatory Engineer.  The SOHO gyroless spacecraft 24-hour autonomy design eliminates the need for any quick reaction from the ground to prevent spacecraft damage.  Exceptions to this rule are documented in Section 7.1.1.3.

· The SOHO Programme Office Configuration Control Board approves ALL contingency scripts and procedures.

· The ESA Technical Support Team Manager MUST be notified and approve critical spacecraft-level failure isolation and recovery activities.

· The ESA Technical Support Team Manager approves the execution of any pre-approved safeguarding procedure in the FOP, to avoid loss of science mission due to a failure or potential failure at the subsystem or unit level in which the spacecraft remains in a nominal mission state.

· Minor out-of-limits anomalies have no detectable impact on mission performance.  These anomalies are used as a first warning for preventive maintenance.  Any actions taken are briefed at the daily meeting.

All activities to handle contingency situations are contained in this chapter,
Chapter 7, CONTINGENCY OPERATIONS which contains:

· Appendix C1, SVM Contingency Scripts Manual 

· Appendix C2, Experiment Emergency Activity (EEA) Binder

· Appendix L, HALO Activities Manual (HAM)

In addition, a SOHO phone list is maintained with office, home, cell, and other contact numbers of key personnel.

Due to the communication profile of the halo orbit and SOHO autonomy requirements, the spacecraft MUST be capable of automatic reaction to a failure.  Therefore, the spacecraft and the FOT support failure detection, isolation, and recovery as follows:

· The FOT determines if the failure originates on the spacecraft or on the ground.  If the failure is NOT obvious, the FOT investigates all possible ground sources before reconfiguring the spacecraft.

· The initial detection of a failure that may endanger the spacecraft is normally performed on-board.  The necessary safing actions are executed by the subsystem and/or COBS.  The spacecraft is then in a safe configuration until the FOT is available to start recovery procedures.

· For most anomalies, the FOT takes immediate actions described in FOP Appendices C1, C2, or L.  Prior verbal approval from the OE is usually required, unless post-incident notification is specified.

· The FOT also detects non-critical anomalies, such as deteriorating conditions (yellow limits), through normal telemetry monitoring and trend analysis.  If a telemetry value indicates increased degradation of a unit or function, a ground-initiated reconfiguration of this unit or function may be executed upon approval from the Programme Office.  This may be done, if possible, to avoid triggering an on-board automatic reconfiguration, causing interruption of the normal mission.  If time allows, the SOC or the Programme Office will inform the Project Scientist Office before initiating a safeguarding procedure.

· The FOT completes a spacecraft anomaly report and attaches ALL significant data.  The ESA/MMS Technical Support Team prepares a detailed report of the failure and recovery activities, based on a contingency analysis by the engineering team.  See Section 7.2 

· Section 7.1.3 contains the steps to take in realtime as a first response to anomalies.  For further instructions, the FOT is directed to FOP Appendices C1, C2, and L.  Appendix C1, the SVM Contingency Scripts Manual, contains scripts for documented spacecraft contingencies.

· Appendix C2, the EEA binder, provides for each instrument the following items:

· Table of specific mnemonics and the appropriate FOT responses to violations


· Temporary list of expected configuration monitor/limit violations or limit changes due to a special situation, such as a non-nominal instrument
configuration for calibrations or testing.


· Approved contingency and nominal operations scripts

· Contact information for experiment teams is kept in the SOHO Phone List.

· Appendix L, the Halo Activities Manual, is composed of several sections.  Section 1 includes checklists for realtime and offline ground activities.  Section 2 contains ground segment troubleshooting guidelines and flowcharts.

· Additional information may be found in Chapter 6 where further details are provided on known anomalies for each subsystem and scientific instrument.

· The complete Failure Detection, Isolation, Recovery concept, and Contingency Analysis are available in the SOHO User’s Manual.  

7.1.3 General Rules

1. Note time anomaly first recognized.  Log steps taken, either as they are executed, or failing that, as soon as possible afterward.  It is important to collect ALL significant information about the anomaly, even if the logging is done after the event, but do NOT delay actions to perform logging.

2. Determine if the problem originates on the spacecraft or on the ground.  If high rate telemetry is lost, reference Appendix C1, CS-14; and Appendix L, Section 2 to troubleshoot the problem.  Unless it is an obvious spacecraft anomaly, which may or may not include an experiment, make every attempt to verify the problem is NOT a ground system failure before concluding a spacecraft anomaly has occurred.

3. When fault is isolated to either operator error, a specific ground equipment problem, or the spacecraft, proceed to the correct FOP appendix for contingency actions.  If an approved contingency script exists for the anomaly under investigation, follow it explicitly.  Also, refer to the guidelines for notification in Table 7.2 
4. If the anomaly has been isolated to a ground failure, and the total telemetry outage is equal to one minute or less, simply add a detailed entry to the SA Log book.  If the total telemetry outage is greater than one minute, log all of the details in the SA Log book, write an anomaly report, get a DR from JPL/DSN as necessary, and re-dump the data recorder as required.  Reference CS-14 for further guidance.

5. If an anomaly follows immediately after a command transmission, look for errors in the commands just sent.  The contingency procedures generally assume NO operator or command data errors.  Dump COBS programmable software groups 9 and 12 for all commanding anomalies where fault cannot be isolated to a block sequence error.  It may also be helpful to dump group 8 as well.

6. During normal day shift hours, except for weekends and holidays, the operator in the POCC notifies the on call OE that is present when anomalies occur.  The operator should verify the ground links, troubleshoot the ground links, verify processing quality, and report vital spacecraft telemetry data.  In addition, anomalies of the ground and from the spacecraft result in paging messages 24/7 to the “On call OE”.  An acknowledgment to the message is required.  A message escalation occurs 15 minutes later to another OE upon no response to the first message.

7. Do NOT command the spacecraft in response to an anomaly unless directed by an OE or ALL of the following special conditions apply:

· Problem is definitely related to a command just transmitted, which contained an error, or was sent in error.

· Secondary effects have NOT already occurred (e.g., spacecraft has performed automatic reconfiguration).

· The correcting command has been verified to contain NO errors.

· Correcting the problem does NOT interrupt other vital spacecraft functions.

· Any current special instructions from OE, ESA, or NASA are NOT violated.

· ALWAYS notify an OE immediately when a correcting command has been sent.

· Begin investigation of anomaly while help is arriving.  Start filling out an anomaly report.  Some spacecraft contingency scripts contain a telemetry gathering procedure as the first step.  These procedures can be run while personnel notification takes place.

8. Declare a SPACECRAFT EMERGENCY when the following is true:

· More than 15 minutes have been spent trying to acquire spacecraft telemetry during 34-meter KEYHOLE operations.  If telemetry lock is NOT acquired, tell the DSN Ops Chief that SOHO is in a contingency and ask if he can make other 34-meter or 70-meter resources available.  If NOT, declare an emergency immediately to gain access to other 34 meter, or 70-meter antennas.  Declaring an emergency gives the Ops Chief more leverage to get SOHO the resources needed.

· Low rate or medium rate telemetry is in lock, but there does not appear to be adequate DSN coverage to recover the spacecraft nominally.  Tell the DSN Ops Chief that SOHO is in a contingency situation and ask if DSN support can be extended.  If the DSN Ops Chief cannot make more resources available, declare an emergency immediately.

Note:  The on-call OE must be notified prior to declaring a spacecraft emergency.

7.1.4   
Undocumented Contingencies
Assuming the general rules from Section 7.1.3 have been followed and there is NO pre-approved contingency script for an anomaly, notify the OE and snap all COBS Group 1 pages.  For any COBS anomaly, dump all of group 15.  Continue investigation and keep the OE informed.  NASA and the OE arrange the assembling of engineering teams to structure the investigation and consider the available options.

Listed below are the general rules for OE notification:

· For undocumented contingencies, notify the OE immediately if on duty or if the anomaly meets the definition of immediate critical, critical, or major.

· Notify the OE in the morning (or when OE is present) for undocumented contingencies that do NOT meet the definition of immediate critical, critical, or major.  Such contingencies are usually observed as yellow limit violations.

· An OE must approve any instrument commanding in response to an undocumented contingency.  Such commanding requires a written request from the experiment team, usually provided by an OCD, although a faxed request is acceptable during night or weekend hours.  Remote Procedure Requests (RPRs) from the EOF that have been pre-approved may be executed upon receipt without additional OE approval.

· Notify the OE in advance for expected deviations from approved pass plans (other than minor time alterations to accommodate ground problems).  If advanced notification cannot be made, notify the OE immediately afterward.  This is especially important in situations where pass requirements are NOT met, as the OE may need to approve further deviations to minimize operational impacts.

· Call the OE via the company’s blackberry phone.  Other numbers may be available which are listed in Phone list binder in the POCC.  In addition, the e-mail address for the OE’s blackberry is listed in the Phone List binder in the POCC.  Consider e-mail messaging for purposes of notification when an immediate response is NOT required.

· Notify the OE whenever a telemetry check in a procedure fails.  This is done to prevent putting the spacecraft into an unknown configuration.

· Any time a problem arises and there is uncertainty about how to proceed, contact the on-call OE or GSEs for assistance.  This determination may vary depending upon individual discretion.  General rules for handling contingencies, as set forth is this document must not be violated.  Spacecraft safety must always be given the highest priority.

7.2  
Further Actions and Reporting

7.2.1 Anomaly Investigation Meetings

Some anomalies require a meeting with the Programme Office, NASA Mission Director, ESA Technical Team, and FOT engineers.  These conferences are called by the Programme Office under conditions such as the following:

· An anomaly has occurred for which there is NO obvious course of action to take.

· An anomaly has occurred and the spacecraft has been put into a safe state, but further action is NOT obvious or other expert inputs are desired before proceeding.

· The recommended solution involves some risk of mission degradation.  A meeting of users, the Project Scientist Office, and other experts is required by the Programme Office for agreement on the plan before implementation.

· The required personnel for the meeting shall be determined at the time of the contingency based on the experts required/available and the time available for the decision.  The Programme Office shall make the decision on required representation.

7.2.2 FOT Follow-up Actions

Once the spacecraft has been safed and recovered to a relatively nominal state after an anomaly, additional "follow-up" actions may be required.  These could include:

· Further determination of the cause of the anomaly

· Monitoring flight performance following recovery actions

· A review of recovery scripts and procedures to see if modifications or improvements are warranted

· Reducing the risk of similar contingencies in the future by implementing preventative corrective actions 

· Minimizing the impact of the failure using any required work-arounds

The Programme Office will convene a Mission Review Board (MRB) to accomplish one or more of the follow-up activities described above.

7.2.3 Reporting

The reporting required for a given anomalous event varies according to the severity of the problem.  The FOT fills out an Anomaly Report (AR) as soon as possible for any spacecraft or ground anomaly, regardless of perceived criticality.  An exception to the requirement for an AR applies when a short data dropout occurs.

· A data dropout of up to one minute requires an SA log entry only.

· A data dropout exceeding one minute requires an SA log entry plus an AR.  In addition, a Discrepancy Report (DR) from DSN/JPL may be needed.  If an SSR dump was in progress, another dump of lost data during a telemetry outage may be needed.

An AR provides a good opportunity to note details that may be difficult to obtain in a later investigation.  The reports are used to describe observed problems, actions taken, and impacts of the anomaly.  Anomaly resolution and closure information is documented on the report.  For science instrument anomalies, the applicable experiment team may be required to provide some inputs.

For minor anomalies of a known or recurring nature, an additional note in the SA log, or additional notation to an existing AR may be required.  An exception to normal anomaly reporting is specified in advance by the OE.

The OE reports ground and spacecraft anomalies at daily and weekly meetings.  The SOHO Daily Report includes a brief summary of each ground and spacecraft anomaly.

Anomalies resulting in measurable impact to science data or spacecraft operations require a Root Cause and Corrective Action (RCCA) report.  The FOT mission manager decides if an RCCA is necessary.

At the conclusion of more serious contingency operations, the ESA Technical Team publishes an Engineering Report describing the event detection, isolation, and recovery process, and any modified operations for the mission due to a degraded condition of the spacecraft.
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