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8.1 General

Mission planning is the coordination of planned spacecraft activities with ground segment elements to ensure the successful collection of science data and the continued health of the spacecraft.  Mission scheduling is the effort that ensures daily real-time support.  For SOHO, mission planning includes ground resource scheduling to meet mission requirements and generating command loads.  The focal point for load generation operations is the Command Management System (CMS), which is operated by the FOT Project Mission Planner.  The scheduling of ground resources is conducted by the Jet Propulsion Laboratory (JPL) and coordinated with the FOT Project Scheduler.  All mission planning and scheduling activities are described, including the coordination of science planning conducted by the Principle Investigator (PI) teams and other personnel in the EOF.  Mission planning details are included in Appendix P.

8.2 Planning and Scheduling Inputs

The SOHO CMS receives inputs from five major sources, FDF, SPS, DSN, the EOF, and the Project and from one minor source, FSM.  See 
Figure 8.1 Planning and Scheduling Inputs
.  Each input must be preprocessed to parse or reformat the data into a form used to construct spacecraft loads.  The CMS interfaces with these entities for planning and scheduling.  The TCP/IP transfers data between the CMS, FDF, Mission Planner, EOF, and POCC.  The communications mechanism is a combination of sockets using secure FTP.  There is no electronic interface between the CMS and the FSM facility.

8.2.1 FDF Orbit Inputs and SOHO Attitude (Formerly FDF)

FDF provides orbit analysis, orbit determination, contingency orbit determination, planning, and implementation of orbital maneuvers.  SOHO Attitude provides support including mission analysis, attitude determination, contingency attitude determination, planning, and roll maneuver implementation.  The CMS and SOHO Attitude electronic interface is primarily used for the transfer of command inputs to the FOT in near real-time.  The CMS accepts attitude products and various other reports via secure FTP.  There is no transmission of files from the CMS to FDF or SOHO Attitude.  SOHO Attitude provides DSN station view periods and other orbital events.  

· Orbit and Attitude Products


· Roll angle tables

· Star tables

· HGA gimbal angle tables

· Disturbance torque estimates

· Attitude maneuver parameters

· Maneuver Related Data

· Attitude maneuver parameters

· Orbit maneuver command sheet

· Contingency orbit products

· Predicted Events Products – Reports


· Orbit maneuver verification report

· Onboard attitude verification

· Attitude constraint report

· Attitude validation report

· Attitude sensor misalignments

· Attitude sensor calibrations

· Post burn report

· Thruster calibration report
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Figure 8.1 Planning and Scheduling Inputs

8.2.2 DSN Schedules

As part of mission planning, scheduling activities are carried out as early as possible to reserve Deep Space Network (DSN) ground station time without conflicts.  Network planning begins with the delivery of FDF predictions to the MOC and DSN.  The JPL Mission Planning and Scheduling Department (MPSD) generates a weekly schedule to support spacecraft contacts.  All DSN activities are controlled by a seven-day schedule.  There are two phases of schedules: 

· Resource Allocation and ZRAD - Service Preparation Subsystem Planning (RAP) Book

· Confirmed/Changed Confirmed

Long range planning is used to schedule the 34 meter and 70 meter DSN networks.  Long range scheduling is based on generic scheduling requirements.  The 34-meter network is used to schedule the time needed.  During keyhole periods, the 34-meter network is used to downlink medium-rate telemetry when using the spacecraft low gain antenna.  The 70-meter network is used to downlink high-rate telemetry using the spacecraft low gain antenna.

The Confirmed schedule is sorted by project.  The confirmed schedule contains 34-meter and 70-meter tracks.  The schedule is provided five days before the start of the operational period.  The Project Scheduler manually downloads this schedule from the SPS portal https://spsweb.fltops.jpl.nasa.gov/portalappsops/main.do to the home directory on their computer.  The schedule is then transferred from the Scheduler’s computer to the Mission Planner’s computer.  Revisions to the Confirmed schedule are called Changed Confirmed schedules.

8.2.3 EOF Inputs

The EOF interfaces with the MOC via the CMS to provide command inputs for load generation and planning functions.  Messages are exchanged between the CMS and the EOF via the UNIX socket service in combination with file transfer.  There may be more than one socket connection at any one time.  A socket will be opened for near real-time commands and another for delayed commands and large instrument table loads.  The mission requirement for near real-time science commanding, and the goal to maximize it, requires thorough planning as well as the close coordination necessary when sharing a command link to the spacecraft (Section 5.6, Science Operations and Link Management).  File transfer is used for large instrument tables, delayed command groups, input validation reports, and command history reports.

The CMS will accept the following commands and files from the EOF:

· Throughput Mode Commands

· Near Realtime Command Groups

· Remote Procedure Requests (RPR)

· Remote Command Requests (RCR)

· Delayed Instrument Command Group File

· Large Instrument Table Load Files

8.2.4 Flight Software Maintenance Inputs

Flight software maintenance inputs are received from ESA.  These inputs are transferred to GSFC and are put on 4-mm tape for delivery to the FOT and ingested into the CMS.  There is no exchange of data or information from the CMS to ESA.  There are no network links directly from the CMS software to ESA.

8.2.5 Planning Tools

Figure 8.2 SOHO Planning Tool Summary summarizes the planning system used to produce the SOHO operations schedule.  The lines with arrows represent the exchange of information between the tools, by means of formatted text-files.  The three-letter filename extension, indicated near the lines, refers to a unique format. 
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Figure 8.2 SOHO Planning Tool Summary
· The boxes represent four types of planning tools used in Figure 8.2.

· FOT Planning Tool: produces schedule with DSN contacts, SVM reserved time, Payload reserved time (TSTOL and delayed commands), SSR dump times, and MDI high rate times.

· Experiment Planning Tools (MDI, SUMER, CDS, EIT, UVCS, and LASCO) produce experiment science program schedules.

· IDL Planning Tool displays and updates the integrated sciences plan, and add Joint Operating Procedures (JOP) and campaigns used during meetings.

· ECS Planning Tool: collects, integrates, and redistributes input from all other tools; and flags schedule conflicts.
8.2.6 Command Management System (CMS)

Primarily the Mission Planner operates the Command Management System (CMS).  The CMS is available twenty-four (24) hours a day, seven (7) days a week.  The hardware consists of two UNIX based machines, each Hewlett-Packard Visualize series workstation using the HP/UX version 11i of the UNIX operating system.  Each workstation has a nine (9) GB hard drive and communications equipment.

The overall responsibility of the SOHO CMS is to accept and ingest commands from external sources.  The CMS validates the command inputs and converts the inputs to a form suitable for uplink.  The CMS provides six major functions:

· Near Realtime Instrument Commanding

· Command Load Creation

· Command Load Validation

· Timeline Planning

· Command Load Generation

· Operational Database Maintenance

8.2.6.1.1 Timeline Generation System (TGS)

The CMS provides a Timeline Generation System (TGS) for a high level view of all planned activities.  The Mission Planner selects the number of operational periods the TGS displays.  The default view period is a sequence of 35 operational periods.  Thirty (30) future and five (5) past periods are displayed.  This graphical timeline tracks and coordinates spacecraft commanding activities.  The TGS accepts ground station predicts, maneuver command requests, star tables, HGA pointing angle tables, and other inputs from SOHO Attitude (FDF) in electronic form.  The inputs are reformatted for use in the TGS.  The TGS also accepts inputs from the FOT to add, delete, or edit commands or activities.  The TGS makes planning statistics available.  The TGS accepts instrument operations schedule requests electronically from the EOF and DSN ground system schedules electronically from the scheduling terminal. 

8.2.6.1.2 SOHO Scheduler’s Computer

The SOHO scheduler can use a PC-based or Mac-based computer to download the DSN schedule.  The Scheduler’s computer is used to transfer DSN schedules from the DSN scheduling web page: https://spsweb.fltops.jpl.nasa.gov/portalappsops/main.do to the CMS.  
Figure 8.3 DSN Scheduling Transactions
 illustrates the DSN scheduling transactions.

The Jet Propulsion Laboratory (JPL) Mission Planning and Scheduling Department (MPSD) generate weekly schedules to support spacecraft contacts.  The JPL Mission Planning and Scheduling Department (MPSD) provide these schedules to the GSFC DSN users via (electronic interface) NSS web page: https://spsweb.fltops.jpl.nasa.gov/portalappsops/main.do via FTP to the CMS.  The CMS interfaces with the Scheduler’s computer via Ethernet by using FTP.  Data transfer between the Scheduler’s computer and the CMS is initiated and controlled from the CMS.  All files transferred from the Scheduler’s computer to the CMS are placed in a raw data directory on the CMS disk.  For security purposes, the scheduler’s computer and CMS file transfers are provided by a one-way FTP through the firewall.

8.2.7 DSN Scheduling Home Page on the Internet

Scheduling functions are performed online via the Internet.  The address of the DSN NSS NOCC Support System is: https://dsnonline,jpl,nasa.gov  This module supplies a multitude of information about the DSN scheduling service along with other DSN provided support functions.  Due to security concerns, a username and password is now necessary to access the NIS lilypad server to view, download both schedules, and view periods.  A separate username and password is required for this interface.  It may be obtained by contacting the DSN Scheduling Supervisor at !DL-DSNSCHED@dsn.nasa.gov.
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Figure 8.3 DSN Scheduling Transactions

8.2.8 FDF Data Products Server

FDF provides both long and short-range view periods to the FOT for planning and scheduling purposes.  The 60-day short-range view periods are sent to the CMS via Secure File Transfer Protocol (SFTP) once a month in two separate files.  One file contains predicts based on horizon masking limits which predicts when the antenna is high enough in elevation to acquire the downlink.  The “Predicts” are used to schedule the downlink of telemetry. 

The other file contains predicts based on transmitter masking limits which predicts when the antenna is high enough to turn the transmitter on.  These views are used to determine when commanding can be performed.  Normally the transmitter masking views are more restrictive than the horizon masking views. 

These files are named “SOHO_ORB_EVENTS_YYYY_DDD.DAT” and reside in the directory /users/sh1cmX/soho_fot/release/data/user/fdfeventinputs/invalid, where X is equal to “1” or “2” depending upon which CMS is being used.  Release is a link that points to the current software release being used on the CMS.  For distinction between downlink masking and transmitter masking files, the transmitter masking views always have the upcoming Friday’s GMT day in the filename.

The Project Scheduler uses these “Predicts” to verify that the current tracks are in view of the spacecraft, and make any necessary adjustments.  

Long-range view periods are generated quarterly and available on the Internet.  These views are also separated into two separate files based on horizon and transmitter masking limits.  The “Predicts” are sent to DSN and ingested into their system.  The “Predicts” are downloaded by the scheduler for inputs.

8.3 CMS Command History Report

The command history report is created by appending the background queue report to the command summary report received from the POCC from the string.  In addition, the report is located in the /users/sh1cm2/soho_fot/release/data/user/reports directory on the CMS, where the release points to the current CMS software release, build, and version.  The command history report is passed from the CMS to the ECS and is usually not visible to the CMS.

The generation of this report is triggered by a message from the POCC string.  The command summary report generated by the POCC contains a summary of all uplink activities.  The command summary report is regularly sent to the CMS upon an “o_sohodown” or “o_reports” event on the string.  The command summary report (*.CSR) resides on the CMS in the /users/sh1cm2/release/data/user/external/pocc directory, where “release” points to the current CMS software release, build, and version.  The background queue report, generated by the CMS, is a compilation of all large instrument status messages sent for any large instrument table in the CMS background queue.  Therefore, successfully uplinked large instrument table loads should not be deleted from the background queue until included in a "Command Summary Report (*.CSR) history successfully sent to the ECS.  "Large Instrument Table Load" files that have not been uplinked should not be deleted from the background queue. 

8.4 Long Range Planning

8.4.1 General

Long-range mission planning (i.e., beyond quarterly planning) is largely driven by several factors:

· The fixed mission requirement to conduct continuous real-time operations for a 
two-month period every year


· The requirement to perform a 3 to 5 day continuous real-time operations campaign approximately every 27 days

· Other science community experiment requirements and science plans


· Stationkeeping maneuvers and momentum managements performed quarterly during keyhole periods.

· Other spacecraft requirements
8.4.2 Continuous Operations Period

The Project Scheduler and the Scheduling Representatives, in conjunction with the JPL schedulers, schedule the continuous operations period every year, and inform the SOHO community at least one year before it begins.  During this operational period, many station handovers are specified on the pass plans. 

Command capability is preferred during continuous operations but not required.  There is a requirement commanding be available for 13 hours per day.  Therefore, the 34-meter high efficiency (HEF) antennas and the 70-meter antennas may be used for downlink only supports no more than 11 hours per day during the continuous period.  Requests for additional brief periods of twenty-four hour coverage during the year shall be negotiated, depending on available resources.

8.4.3 Keyhole Operations Period

The FOT receives input from the SOC on the science requirements during the keyhole based on the available passes.  The OEs then process the requirements into activities for each pass.  This may include changes in the data rate, recording periods, and usage of the intermittent recording patch on the SSR.

The compiled lists of passes are added to a spreadsheet which helps determine gap between passes, SSR address, and special constraints.  A new spreadsheet is created on the SOHO Server in the Operations:OE Folder: Keyhole Operations directory.  A subdirectory is created based on the month in which the keyhole starts (i.e. "Sep 05 keyhole.xls").  Based on the timings and SSR/TR availability, the OEs are then able to plan each pass activities down to the minute.  These activities are listed in the subdirectory in the "keyholeops.doc" file.  The Mission Planner generates pass plans using this file.

Due to the constrained nature of the keyhole, time-tagged loads are used for pass activity, pass contingencies, and end of pass activities.  During normal operations the “STDMON31_ENA” load performs differently.  The Mission Planner builds five (5) basic loads:

STDMON31_ENA Loads:  This time-tagged load enables Standard Monitoring 31.  When enabled, and after solid receiver 2 lock for two minutes, the downlink switches from 246KB to 54.6KB. 

STDMON32_ENA Loads:  This time-tagged load is used in case scheduled spacecraft receiver 2 command link is NOT established or present one-hour after AOS of a pass.  This load will put the spacecraft into intermittent record using the VGM subset.  The data rate will be 246KB for recording operations.  If Standard Monitoring 32 corrective action triggers and you are supporting a 54.6 KB downlink, no telemetry decommutation at the ground station can be expected due to weaker SNR's at the higher data rate of 246KB. 

STDMON32_DIS Loads:  This time-tagged load is used to disable monitoring of receiver 2 lock status.  Standard Monitoring 32 corrective action triggering is inhibited until a time-tag in the load of STDMON32_ENA re-enables the monitoring of spacecraft receiver 2-carrier presence status

End of Pass Loads:  This is a time-tagged load used to put the spacecraft into record.  The PA must take into account the previous mode of the spacecraft in order to build this load.

Downlink Only Pass Loads:  This time-tagged load may transition the spacecraft to 54.6KB for a Medium Rate downlink only passes.  End of pass loss of lock on the 54.6 KB downlink can be expected when the time-tagged load switches the downlink to 246KB for SSR or TR recording operations.  On 246KB downlink only passes, the stored time-tagged commands may execute SSR, TR, and MDI data collections, and SSR or TR recording operations without loss of the downlink.  Again, the PA must take into account the previous mode of the spacecraft in order to build this load.

8.5 Science Planning Activities

Science-planning activities occur within the EOF community in parallel with FOT planning, and are regularly coordinated throughout the planning cycle.  The process to achieve the SOHO science goals is based on a hierarchy of scheduled planning meetings.  These meetings are known as the Science Working Team (SWT), Science Planning Working Group (SPWG), Weekly (Section 8.6), and Daily (Section 8.7) planning meetings.  FOT representation is required at each level of this planning process.  Also, refer to Science Operations Plan (SOP) (Annex B), RD 62.

8.5.1 Science Working Team

The SWT, composed of the Principal Investigators, sets overall science policy and direction for the mission.  If any non-standard DSN contacts are required, the requests are formulated at this meeting.  Typically, details of the mission operation are not discussed at this meeting, but FOT representation is important to ensure that the spacecraft operations community is aware of the goals of the PI’s, answer any questions, and allow for early planning.  The Technical Manager and/or an Observatory Engineer (OE) attend as FOT representatives at this meeting.  Also, refer to the SOP, Section 2.1 (Annex B), and RD 62.

8.5.2 Science Planning Working Group

The SPWG deals with the next month’s activities.  Beyond a forum to address local EOF issues, this meeting allocates time to specific scientific programs.  Progress in achieving the scientific goals of their instruments is assessed and objectives for operations are discussed.  Discussion of future coordinated campaigns with other spacecraft or ground-based observers also takes place at this meeting.  The output of this meeting is a schedule displaying when each instrument will be operating, whether joint or individual observations are being made, the types of solar features being observed, ground observatory support, and a backup plan if these conditions are not met.

An OE attends this meeting to insure that MOC and other ground system element concerns and constraints are represented.  The FOT is frequently notified about other ground system element (e.g., NASCOM, DSN) issues, hence the SPWG represents an opportunity to inform all of the experimenters of pending concerns.  Also, refer to the SOP, Section 2.1, and RD 61.

8.6 Weekly Planning Activities

Routine planning and scheduling for the FOT essentially starts at the weekly planning level.  Weekly planning involves taking the general operations and science plans from longer term planning and over the period of a few weeks, and gradually solidifying plans for a near-future operations week culminating in the generation of a complete Activity Plan for that week.  However, during any given week, work will progress on plans for three or four future weeks simultaneously.  This also becomes part of the daily planning activities (Section 8.7).

Weekly planning and scheduling activities include the following:

· Weekly planning meeting

· Generate initial Activity Plan with inputs from FDF, DSN, and long range plans

· Perform negotiations with Scheduling Representatives to reserve DSN support time

· Produce final Activity Plan.
8.6.1 Planning Timeline

Figure 8.4 is an example of a planning and scheduling timeline for one event week.
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Figure 8.4  Planning and Scheduling Timeline
8.6.2 Weekly Planning Meeting

The weekly planning meeting deals with the upcoming week and is held on Friday morning.  The details of mission operations are discussed at the weekly planning meeting.  Coordinated timelines are produced for the instruments together with detailed plans for spacecraft operations.  The instrument teams have an opportunity at these meetings to give advanced notice of any special operations or changes to the plan for future weeks.  The OE is the representative at these meetings and is responsible for coordinating the activities of the FOT with those of the experimenters.  At these meetings, as well as at the daily planning meetings, the detailed planning of activities during each contact with the spacecraft are negotiated, such as: 

· Notice of any change in DSN contact schedule

· Times of FOT reserved commanding

· Operation of the EOF throughput commanding channel

· Coordinated commanding between the FOT and experimenters
8.6.3 Initial Activity Plan

The Timeline Generation System (TGS) on the CMS is maintained with both past and upcoming operations activities.  There is a primary activity plan for which all user requested operations are performed, and up to four alternative activity plans.  This allows scheduling of times where alternative plans are needed.  The initial activity plan for a given week is generated from the TGS timeline with inputs from the FDF planning aids, the current DSN schedule, and operations already planned for that week.

The initial science activity plan begins when the instrumenters submit their activity requests to the ECS.  The ECS software merges the inputs, identifies conflicts, and resolves conflicts when possible.  Examples of activity requests by the instrumenters are: science program and campaign notifications, notification for special activities, instrument mode change notifications, request for NRT commanding, request for reserved time commanding, and telemetry distribution requests.  If conflicts remain, the instrumenters are notified and the requests are modified and resubmitted.  This process is repeated until all conflicts are resolved.

8.6.4 Scheduling Representative

There are two Scheduling Representatives, located at the Jet Propulsion Laboratory (JPL) in Pasadena, California.  
Figure 8.5  Scheduling Representative’s Functions
 are shown. The Scheduling Representatives perform as a primary interface for GEOTAIL, CLUSTER, and MIDEX (MAP and IMAGE) projects, and the backup representative for SOHO, WIND, POLAR, and ACE projects in support of project scheduling to support all science data return.  The Scheduling Representatives meet or coordinate electronically with the Project Schedulers on a regular basis.  The Scheduling Representatives support the Project Schedulers with advanced scheduling, DSN scheduling, and real-time scheduling as well as conflict resolution support.  The Scheduling Representatives maintain view periods, orbital files, and mission support requirements.

The Scheduling Representatives receive DSN schedule requests from the Project Schedulers and coordinate these inputs with the appropriate DSN schedulers.  The Scheduling Representatives and project schedulers (ISTP, ACE, and MIDEX) will perform internal conflict negotiations and resolutions.  Both groups will then perform conflict negotiations and resolutions in coordination with the DSN NOCC and other DSN users in attendance at the mid-range allocation meetings and at the DSN scheduling meetings in the event their scheduling requests impact other spacecraft supports.  The Scheduling Representatives also perform conflict resolution between all of ISTP, ACE, and MIDEX projects, with the intent of maximizing all science data return.  Once all conflicts are resolved, a conflict free schedule is produced.

8.6.5 Integrate EOF Activities

Throughout the planning process, the FOT and scientists’ plans are merged to meet all mission goals.  The CMS activity plan provides instrumenters with a way to plan the use of their instruments around DSN contacts, planned throughput mode times, and FOT controlled events and schedules.  The EOF science activity plan provides instrumenters a way to express preferences to planned throughput mode times; FOT controlled events, and schedules and communicate to the FOT the instrumenter’s time plans for the various instruments. The ECS receives the confirmed schedule from the SOHO scheduler three days prior to the confirmed week. The ECS also uses  this schedule to plan their weekly activities.

NOTE: The EOF no longer uses the CMS activity plan.  Currently, the activity plan is used for load-input scheduling. 

8.6.6 Activity Plan Development

While all of the inputs and activities are continuously being modified, the activity plan is updated to reflect these changes.  This development continues until all inputs are received and all conflicts are resolved.  The final activity plan contains scheduling data such as: operational period, predicted DSN ground station’s visibility, DSN scheduled contacts, time tagged commands scheduled to execute, scheduled time tagged load uplinks, and scheduled FOT and experimenter delayed load uplinks.
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Figure 8.5  Scheduling Representative’s Functions

8.7 Daily Planning Activities

The daily FOT planning activities are determined by upcoming events on the planning timeline developed on the TGS on the CMS.  Activities may include any or all of the following:

· Receive and process inputs 

· Generate or update Activity Plan

· Produce command load inputs for the next day

· Generate command loads for the next day

· Produce Pass Plans for the next day
8.7.1 Daily Planning Meeting

The details of mission operations are discussed at the daily planning meeting.  Daily meetings of the SOT optimize fine pointing targets in response to solar conditions and adjust operations if DSN anomalies occur.  Deviations from the weekly plan are considered at these meetings.  The OE attends these meetings and is responsible for coordinating the activities of the FOT with those of the experimenters.

8.7.2 Generate Loads

Once all of the activities on the timeline for a specific period are scheduled, the loads are generated.  The PA must ensure the desired version of the activity plan and the desired operational period is selected.  Clicking on the Generate Loads button automatically generates any scheduled load input in the operational period not already generated.

Command constraint checking will be performed during the load generation process based on the CMS Command Rule Base.  During the load generation process, if any load cannot be generated because of an error, a note is displayed with the name of the load input that failed and a brief summary of the error.  Details can be found in the log display.  An error in one load will not stop remaining loads from being generated.  The CMS operator must modify the load-input file before running loadgen again.  If the load generation is successful, an indicator appears on the timeline, the number of time tagged loads, and immediate loads generated is displayed, and the Activity Plan Status is updated.  Once the generated loads are complete and correct, the user transfers them to the POCC.
8.7.3 Receive/Process Inputs

Every day the CMS receives new inputs from the FDF, DSN, EOF, FSM, and the Project for future operational periods and processes the inputs for load input file creation for the present operational period.  Once these inputs are verified they are included in the load-input file and validated through constraint checking
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Figure 8.6  Activity Plan
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