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9.1. General

Important FOT functions include monitoring and maintaining the spacecraft health and safety.  The FOT processes and analyzes telemetry to prevent or minimize mission impacting problems.  This information must be reported in a form suitable for the Programme Office, scientists, ESA, FOT engineers, and other interested parties.

Generally, monitoring is a realtime-automated task configured by the FOT.  Spacecraft analysis is an offline function.  Due to the complexity and large amount of housekeeping data available from SOHO spacecraft, the FOT monitors a subset of the data in realtime.  The automated software sends OE messages via cell phone notifications upon detection of anomalous conditions with the spacecraft or ground system.  Statistical analysis and other tools, including automated processing of realtime data, assists the FOT for a complete realtime analysis.  See Chapter 5, Section 4, which describes realtime monitoring.

FOT Monitoring and Analysis Roles

All FOT members are responsible for assuring the health of the spacecraft.

Observatory Engineer:

· Directs FOT efforts for monitoring spacecraft health

· Monitors realtime operations as required (i.e., special operations)

· Performs offline and limited realtime telemetry processing and assesses results.  Offline and limited realtime telemetry processing is usually a delegated task.

· Initiates offline studies to investigate anomalies, identify new trends, or research procedural updates for process improvements

Spacecraft Subsystems Engineer:

· Performs State of Health (SOH) checks and other realtime operational activities to gather data for spacecraft condition determination

· Performs routine offline processing functions (i.e., start processing of playback data)
Operations and spacecraft status reports are produced and distributed at periodic intervals.  Anomaly reports are generated any time a deviation from expected performance occurs.  Routine reports, (Section 9.3.1), are created during the mission.  Special engineering reports,
(Section 9.3.2), are created as needed during the mission.

Reports are provided in hardcopy and digital formats.  The FOT accepts requests from the Programme Office and ESA spacecraft engineers for special monitoring, analysis, and reporting of spacecraft systems and parameters.  Requests for plots or reports of data from ITPS are made using the SOHO ITPS REQUEST form.  The parameters desired, type of output, and time period desired is entered on the form.  An Operations Change Directive (OCD) is used to request the special monitoring of specific parameters.

9.2. Offline Performance Analysis and Telemetry Processing Plan

9.2.1. General

The FOT nominally performs a sequence of activities after a contact to produce a comprehensive picture of spacecraft health.

Routine Activities

· Generate and analyze plots and reports using predefined ITPS input parameters.

· Produce magnified plots for discontinuities, large spikes, or large deltas for clearer detail.

· Process and analyze recorder (VC4) data that produces limit violations, configuration monitor violations, and statistics for non-contact periods.

· Produce reports using event history log files.

· Collect and sort hardcopy telemetry output gathered during contact periods.

Special Activities

In addition to routine activities, special analysis shall occur as necessary.  

Special activities include:

· Special operations (i.e. maneuvers, software patches, etc.)

· Special engineering study requests

· Anomaly investigation

· Study subsystems and/or units showing adverse trends or other unusual behavior
 in order to prevent anomalous conditions.

· Research for process improvements

9.2.2. Integrated Trending and Plotting System (ITPS
ITPS provides the SOHO FOT with a powerful tool for offline data processing, trending, and analysis.  Automatic processing of daily production and plots are invaluable for spacecraft monitoring and fault isolation.  Additional processes are lifetime trend, data ingestion, and web access.  Information for interfacing with ITPS software is contained in Chapter 10.  

Refer to the ITPS System User's Guide for system design, capability, and usage details.

The FOT performs certain activities on a daily basis, such as checking automated ITPS plots and reports for the parameters needing the most attention, and collecting and monitoring various realtime trend data.  These activities are performed more frequently (i.e., after every pass) if required.  The two major factors affecting the daily activities are the monitoring frequency required by the spacecraft and the required reporting frequency.  In addition, one or more special engineering studies, tests, or procedures may occur at any time.  This may be due to special operations (Section 9.2.3.3), such as maneuvers or study requests 

9.2.2.1. Routine Engineering Activities
The FOT trends and monitors all spacecraft subsystems and parameters as needed.  On a routine basis, the following areas are trended:

· Batteries and bus power balance

· Attitude pointing measurements and errors

· Communications parameters

· OBT clock drift

· Thermal characteristics

· AOCS component performance

· ACU subroutine operation (Z-spike and staircase filter)

· Commanding

· Limit violations and configuration monitor violations

During special and/or critical operations, the OE monitors realtime telemetry with the SSE and provides realtime instructions.

9.2.2.2. Daily Trending Activities
This ITPS is capable of generating the daily trending automatically when 99.57% of data is available.  This includes reports, plots, and statistics that are set to use the ITPS Daily Production function.  When this occurs, the FOT is only required to check the daily plots of ACU star, pitch, and yaw data.  If the daily trending is not automatically created the FOT will have generate the data manually.  Details on the generation of these products are found in Appendix M, SOHO Trending Manual.

9.2.2.3. Realtime Daily Activities
Perform the following trending activities during realtime supports daily or after each pass as needed:

· Collect RF trending parameters.  Uplink power, downlink AGC, Elevation Angle, and symbol SNR is collected by the SIMMS software.  ITPS processing now extracts RF trending information from the SIMMS software input file in order to produce the RF trending product.

· Generate configuration monitor violation and limit violation reports during non-contact periods using the o_sohodown procedure or once a day in a continuous campaign via procedure o_reports.  The SSE reviews, initials, dates, and places these reports in their designated folder for OE review.

· Generate a command summary report, distributed to the EOF via the CMS, during non-contact periods using the o_sohodown procedure or once a day if in a continuous campaign via procedure o_reports.

· Run the TSTOL procedure o_clkcorr, approximately every 8 hours.  These values are written to the /home/soho/ops/output/reports/ESATREND/cctrend.asc file that contains all of the clock deltas for a given month.

9.2.3. Operations Activities

9.2.3.1. Routine
Routine activities depend on current studies, inputs from weekly planning meetings, and the type of reporting required.  The following activities are performed every one (1) to two (2) weeks.

· Collect data for flight software maintenance once a week with the TSTOL procedure k_fsm_clct.

· Change the SSU guide star, as required, in accordance with FDF inputs.

· Provide input for weekly planning, including meetings with the EOF scientists.

9.2.3.2. Long Term
In contrast to extensive trending of short-term parameters, some spacecraft parameters only need trending over a longer period (i.e., monthly).  This involves a compromise between time vs. criticality.  The OE, with ESA engineering inputs, develops a long-term trending plan.  The plan is modified to meet mission needs as they change.  These include the following:

· Change DHSS science subformat

· Perform OBT frequency correction

· ACU/CDMU memory dump

· TR maintenance

· Keyhole preparation
9.2.3.3. Special Operations Engineering Studies
The FOT performs special engineering activities or studies during the mission.  Special studies may be required for any of the following reasons:

· Anomaly investigation and recovery

· Attempting to improve a degraded condition or minor problem

· Detailed analysis of a discovered adverse trend or condition

· Studying the possible use of a new technology or procedure improvement

· Temporary, high-sample-rate observation of one or more parameters

The FOT, the Programme Office, spacecraft engineers, or any other interested party may request these studies.  The Programme Office MUST approve ALL work involving use of the spacecraft, and ALL work MUST be compatible with the FOT workload.

9.3. Reporting

9.3.1. Routine Reports

The FOT submits reports to the Programme Office and other interested parties on the status of the spacecraft, data capture, mission operations, and results of routine and special operations-engineering analyses Table 9.1
	Report
	Frequency
	Prepared By

	Daily Reports
	Daily
	OE, SSE, or Operations Manager

	Monthly Trending Packages
	Monthly
	OE


Table 9.1 Routine Reports Table

9.3.1.1. Shift Reports
Shift reports pass information between shifts and chronicle events of a shift.  The FOT may also include pertinent information in the console crew "Memory Jogger".  These include:

· Daily Report: Pass Summary

· Pass Plans

· SA Log

· OE Log

· Offline Log

· Anomaly Reports

· Recoverable Telemetry Log (Historical)

· MEDOC Request Log

· ITPS Trending Binder

· ITPS Completed Requests Binder

· SOHO Operations Key Parameters and S/C Maintenance Binder

· Permanent History Archive Log (Historical)

· IMOC VC4 Binder

· Delayed Load Tracking Binder

The SSE, OE, and offline logs are permanent records and shall not contain stickies, or other forms of temporary notes.  For each of the reports listed, a brief description, and instructions for completing the form are provided.  The Pass Summary Sheet contains significant information about the pass, including:
· Operations Day, Mission Day, and Station(s) used

· AOS, LOS for the Station(s) used

· Type of pass (i.e. Ranging, Non-ranging, Uplink Only, Downlink Only)

· mdi transitions, 

· NRT times

· Anomaly information

· Loads uplinked

· SSR and TR activity

· Procedures executed

· CRS Drift Adjustment

· RSL Table Upload

· HGA Table Upload

· Hx Limit Update

· PROS Branch B Pressure Check

· TM Submode Changes

· FSM collection

· Clear Anomaly Table

· ACFD16 – FDE latch clear check

· OCDs executed

· OBT distribution

· Star activities

· Nominal scripts executed

· Contingency scripts executed

The SSE completes the form for each pass.  If a pass crosses over two operational days, all activities are listed on the first day’s form.  The completed forms are used by the OEs or Operations Manager to generate the electronic SOHO Daily Report.  Refer to the SOHO FOP, Appendix K for a sample form.

Instructions for completing the SOHO Daily Report Pass Summary sheet are listed below:

Pass Specifics:

· SSE INITIALS:  Identify who is filling out the form.

· Operations Day:  This is the current Julian day of year (DOY).

· Mission Day:  This is the mission day for SOHO.  Use the mday script on the string under UNIX, or the SOHO website (sohowww.nascom.nasa.gov), or the v_status TSTOL page (during an active telemetry format) for this date.

· Station:  Station name (i.e. D34)

· Pass Number:  The number of the current pass for the current day if the pre-cal starts on the DOY, then the pass counts against that DOY.

· Acquisition of Signal:  The AOS time is when SOHO POCC first gets telemetry from the station.  For U/L only, list BOT/EOT times.

· Loss of Signal:  The LOS time is when SOHO POCC finally loses telemetry from the station.

· Ranging / Non-Ranging / Uplink Only/Downlink Only:  Circle the type of pass scheduled.

MDI Information:

· The start and stop times of VC2 (MDI-M) mode.

· The start and stop times of VC3 (MDI-H) mode.

NRT Session:

· The start time of an NRT session

· The stop time of an NRT session

· A brief pause and then resume of an NRT session is not included, nor reported here.

Anomaly Information:

Anomaly Information:  The Anomaly Report Number (AR#) is the only entry needed on the Daily Summary Report Form.  The SOHO Database server contains anomaly information.

Activity Summary:

· SSR Dump: This checkbox is used anytime VC4 playback data has been downlinked.

· SSR Record: This checkbox is used anytime the SSR is put into record for a telemetry gap, excluding coherency swaps.  For time-tag record starts (Hot Swap), note “TT”. 

· TR Dump: This checkbox is used anytime VC4 playback data has been downlinked.

· TR Record: This checkbox is used anytime the TR is put into record for a telemetry gap, excluding coherency swaps.  For time-tag record starts you may note “TT”.

· Coarse Roll Sensor (CRS) Drift Estimate: Check this whenever the a_crs_drft_est procedure is run.

· RSL Table Upload: Use this checkbox after the RSL is uplinked.
The procedures that perform this action are a_r_str_set and a_r_str_en.

· HGA Table Upload: Use this checkbox after the nominal HGA table is uplinked.
The procedure that performs this action is r_apm_nom_mod.

· Hx limit update: Check this whenever the procedure a_hx_lim_upd has been executed.

· PROS Branch B Pressure Check:  Fill out these two fields whenever the Control Actuation Electronics (CAE) is switched.  Write the previous CAE and the new CAE.

· TM Submode Change: Fill out the two fields whenever the DHSS science submode is changed.  The first field is the previous submode.  The second field is the new submode.

· FSM Collection: Check this whenever the COBS information used for flight software maintenance is dumped, using the procedure k_fsm_clct.  

· Clear Anomaly Table: Check this whenever the k_clr_anom procedure is executed, clearing out the COBS anomaly table located in Group 15.

· ACFD16:  Check this whenever this command is sent to clear the FDE latch. 

· Loads Uplinked: Write the names of immediate and time-tagged loads uplinked to the spacecraft other than the RSL and HGA loads.

· Operation Change Directives (OCDs) Executed: Whenever the FOT executes an OCD, check this box, and write the number of the OCD used in the field.

· OBT Distribution: Use this checkbox whenever the procedure k_obt_dist is run.  Include checkmarks for which instruments receive the OBT update.

· New Guide Star: Check this whenever a new guide star is selected using the procedure a_new_star.  In the slot field, enter the number of the star slot on the SSU where the control star is being tracked.  In the mag field, write the magnitude of the star when it was made eligible.

· New Tracking Star: Check this whenever a new tracking star is acquired using the procedure a_ssu_st_r or a_ssu_st_set.  In the slot field, enter the number of the star slot on the SSU where the star is being tracked.  In the Mag field, write the magnitude of the star when it was made eligible.

· Nom Ops Scripts:  Use these lines whenever a Nominal Operations Script is used.  Write the name of the script, version, and date of the current version.

· CS-14:  Check this box whenever CS-14, Loss of Telemetry in High Rate is used.

· CS-21:  Check this box whenever CS-21, RCVR1 Lock Loss is used.

· CS-23:  Check this box whenever CS-23, Star Swap Recovery is used.

· CS-26:  Check this box whenever CS-26, Proton Storm is used

· CS-27:  Check this box whenever CS-27, Emergency Record is used.

· C-06:  Check this box whenever C-06, CDS MCP Voltage Alarm is used.

· H-07: Check this box whenever H-07, CEPAC ESU Data Request Error is used.

· L-03: Check this box whenever L-03, Hung EIT Sector Wheel Motor is used.

· M-02: Check this box whenever M-02, MDI Motor Current Violation is used.

· V-02: Check this box whenever V-02, VIRGO Latch-up Recovery is used.

· Other Contingency Script(s) Executed, Use this line whenever an SVM contingency or experiment contingency script is used.  Write the number of the script without the CS preceding it (i.e. H-07, not CS H-07).

9.3.1.2. SOHO Daily Report

Each day, the on-call OE collects the pass summary sheets for the previous day and generates the SOHO daily report.  The SOHO daily report file is generated electronically and emailed to FOT, NASA, and ESA representatives.  The daily reports are archived on the SOHO server.

9.3.1.3. Pass Plans  
SOHO Pass Plans are records of all activities for a pass.  These are prepared and reviewed by the engineering staff.  The pass plans are generated for each operational week and are kept in the Pass Plan Binder.  Pre-pass briefing information and all procedures executed are listed in the pass plans.  Changes to the pass plans MUST be initialed, dated, and approved by an OE.

9.3.1.4. SA Log
The SA log contains a summary of events occurring in the operations center.  For any spacecraft contact, this includes:  procedures executed including any passed parameters or answers to procedure queries, commands sent, data capture notes, recorder status, spacecraft status, any problems, etc.  This log provides an overview of SOHO operations and is mandatory reading for oncoming shift personnel.  The SA log is very often the only source of information for what actually occurred during a given pass.

9.3.1.4.1. SA Log Manual Pass Instructions

· Write in ink and do NOT use whiteout.

· Mistakes should have a single line strike-through with initials and date next to them.

· Include a header for each pass consisting of Station ID with orbit number below it.

· Include Ranging, Non-Ranging, D/L-Only, or U/L-Only on left below the orbit number.

· The pass start and stop times including Day of Year (DOY) in the center, and prime string ID number.

· The FOT crew initials of each member on duty below it on the right (See Figure 9.1)

	D16




269/1330 – 1655


String #4

02692









PB/LB 

Ranging


Figure 9.1   Pass Header

· Start each pass at the top of a page, or separate each pass from the previous pass with several spaces and a horizontal line across the entire page.

· Include all activities within a pass, from pre-pass, to post-pass debriefing and release, within the confines of the header and the blank space footer.  

· During a handover, log activities according to the pass in which they occur, not in chronological order alternating log entries between passes.

· Passes that require two stations for uplink and downlink may be logged together.

· Clearly indicate the AOS time of a pass by including an entry that states time in GMT followed by the letters AOS.

· At AOS, record these values:  

· KKANOCNT

· KKRTCBKC

· AKZSPIKE

· AAACSNRE

· AAACSREC

· AKNSWAPS

· DKSSADMP

· KKRTCCNT

· NASBLKS Sent
· Echo blocks received from the AOSSTAT page.

· If a string handover has occurred, record the values of AOS, record these values:

· NASBLKS Sent

· Echo blocks received from the AOSSTAT page

· For the Prepass briefing, log briefing contents or reference the briefing source, and document any variances.

· Log start times of ALL procedures. 

· Include arguments passed into the procedures or answers given to procedure queries.

· When testing the command link with a /DZDUMMY command, indicate if it was a precalibrations command, or if the command was sent to the spacecraft.
If the command was sent to the spacecraft, indicate if it was successful (i.e. BARM).  
Indicate if an echo block was received.

· List the SSR logical address (in hex) at the completion of the procedures: 

· d_ssr_record

· d_ssr_stp_rc

· d_ssr_dump

· d_ssr_stp_dmp

· List the TR tape position at the completion of the procedures: 

· k_idtorc

· k_rectodump

· k_rctoidle

· idtodump 

· k_dutoidle

· Indicate the start and stop times of telemetry dropouts (resolution in seconds), especially those due to coherency switches.  If a VC4 dump is in progress, log the SSR logical address, DKSSADMP, at the start and stop times of the dropout so the missing data can be re-dumped.

· Indicate each time the programmable portion of the software packet is changed, including group number and index.  If memory is dumped, Group 4 or 6, indicate the address dumped.

· During special activities note if someone other than shift lead, such as OE or Technical Manager is directing operations.  Note source of inputs if not documented.

· Leave in erroneous information then log new correct information when received as a new entry.  New entry should reference incorrect information.  

· Log all conversations that take place over the keyset which are related to operations (i.e. parties involved, summary of discussion).

· Log and highlight the time each day when the CRS drift value is estimated.

· Before each data rate change, log the current value of KKTMMODE, and KKTMFID.

· Log ALL anomalies.  List the most significant details, and reference and highlight the Anomaly Report number at the beginning of the anomaly so all-pertinent data can be retrieved as necessary.  Include DR numbers when applicable.

· Note ALL scripts being executed.  Include script name, number, version number, and start time.

· List and highlight loads that are uplinked

· List and highlight o_sohodown and o_reports input times.

· Log changes in crew members
9.3.1.4.2. SA Log Automated Pass Instructions

· Write in ink and do NOT use whiteout.

· Mistakes should have a single line strike-through with initials and date next to them.

· Include a header for each automated pass scheduled before leaving.  Space the headers about ½ to page apart, consisting of Station ID with orbit number below it.

· Include Ranging, Non-Ranging, D/L-Only, or U/L-Only on left below the orbit number.

· The pass start and stop times including Day of Year (DOY) in the center, and prime string ID number on the right.

· Instead of the FOT crew initials, indicate that the pass is “Automated”

· In the event of an anomalous situation requiring several log or backlog entries on an automated pass, make a log entry to reference a future page number in logbook.  Make your log or backlog entries starting with a clean page for troubleshooting purposes.

These guidelines represent the minimum logging requirements, and are not an all-inclusive list.  Any activities pertaining to the operations center, including notes for the incoming shifts, are valid entries.  A typical entry in the SA log consists of the GMT on the left and the entry next to it (e.g., 1500   /nrt tput ena).

9.3.1.5. OE Log
The OE maintains a log similar to the SA log containing information relevant to OE tasks.  Recorded in this log are non-routine commanding activities.  Log entries include maneuvers, contingencies, spacecraft maintenance activities, and any other OE-directed activities.  Inputs from FDF required for upcoming activities are also recorded.  All operations inputs including roll attitudes or OCDs are logged.  Notes from the daily, weekly planning, and other non-routine meetings attended by one or more OEs are also logged.  The OEs additionally use this log to pass along information to the other OEs for shift handovers.

The OE log includes a header for each operation day, consisting of the DOY on the left and the calendar day on the right.  Each day contains at least an indication of whether or not a daily planning meeting occurred.  The format for entries in this log is the same as in the SA log.

9.3.1.6. Offline Log
The Offline Log is a record of ALL operations performed on the offline string.  This includes VC4 processing, ITPS configuration management activities, string configuration, special requests, and simulator use and status (i.e. Were simulator files deleted using “simdelete” in a “dtterm” or “hpterm” after simulator use?)  Complete this log in a similar fashion as the SA log.  The time in GMT is listed on the left and the activity performed beside it (e.g., 163/0145 Daily Trending for Day 162 started).  A simple DOY indicator for the first entry on a new day is sufficient in lieu of a header.

9.3.1.7. VC4 Processing Information

This binder contains VC4 Processing Information forms.  These forms include relevant information about recorder packet history file processing.  Refer to Appendix K for an example of the forms located in this binder.

9.3.1.8. Software Testing/Configuration Management

Other shift reports, such as those for configuration management or software testing, may be created on a temporary or permanent basis as needed.

9.3.1.9. Daily Reports

Daily reports are used by the FOT to distribute information and to summarize daily events to other parties such as the Project engineers, Programme Office, and scientists.

The SOHO Daily Report (SDR) is completed by the on-call OE for that operations week.

Pass Summary forms from the previous GMT day are used to create the SDR.  

The SDR is stored on the SOHO Server under:

Operations/Daily Reports/YYYY DAILY REPORTS/## Mmm YY/ (continued next line)

MM-DD-YYYY SOHO Daily Report 

where ## = the Month Number, 01 thru 12.

The SDR is emailed to sohofot-reports@lists.nasa.gov for distribution to SOC, NASA, and ESA representatives.

9.3.1.10. Monthly Trending Package

The monthly trending report is combination of text files and MS Excel spreadsheets delivered to ESA once all data has been recovered from the previous month.  These reports focus on ESA-requested parameters for specific time-periods during the previous month.  These files are processed on the ITPS and permanently archived on the ITPS.  An OE verifies that the data set is complete, and delivers the archived data, or an ESA representative will retrieve the data from the ITPS.  Detailed instructions for performing monthly trending is found in the SOHO FOP, Appendix M – SOHO Trending Manual, Section M.4.  The trending manual is located above the ITPS computers in the IMOC.

9.3.1.11. Delayed Load Tracking Binder

This binder contains the Delayed Load Tracking Forms.  The binder is located near the CMS.  The Delayed Load Tracking form MUST be completed for every delayed load received from the experimenters.  The analyst completes the “Delayed Load Name”, “Uplink Scheduled for”, and “Pass Plan Updated” columns when a load is received by the CMS.  Note that the scheduled uplink time is not a window, but instead the actual time the load is expected to be uplinked.  If necessary, consult an OE for input on the time to enter.  Once the uplink time is selected, the uplink activity is added to the appropriate pass plan.  The "Load Generation", "Load Transferred", and "Load Uplinked' columns are initialed when those activities are completed by the analyst who performs the operation.

9.3.1.12. CMS Log

This log contains a record of all CMS related activities, including (but not limited to) the following:

· Building of all loads, specifically listing the input file used and the final load name

· Processing the command summary reports

· Ingesting new DSN schedules

· Ingesting new range files from FDF

· Start/Stop of the daemon processes (including the use of the swap script)

· Details of any hardware/software failures  

This logbook is kept near the CMS and is filled out by the person working with the CMS.  If operations are moved to the backup CMS, the logbook should be moved over to the backup CMS.  Document why the backup CMS is now being used.

9.3.1.13. ITPS Completed Request Binder

This binder contains the original forms submitted for special trending requests by the Project or spacecraft engineers.  A copy of the request forms, along with the data output is returned to the requester.

9.3.1.14. Anomaly Reports
The Anomaly Report is a record of problems occurring with the spacecraft or ground segment.  These reports (spacecraft or ground anomalies) are entered into a database on the SOHO database computer.  Hardcopies of the reports with the associated data are maintained in binders located in the operations center.  Additional copies of both ground and spacecraft anomaly reports are produced and placed into bins located in the operations center for the ESA Technical Support Team Manager.  

The FOT provides an extra copy of spacecraft anomaly reports that are instrument related to the SOC.  A complete and accurate description of the anomaly, all actions taken and desired results of the actions, quantified impacts, and any anomaly resolution are reported.  The console crew that first observed the anomaly is responsible for filling out anomaly reports, documenting in detail the specifics of the anomaly, before the end of their current shift.  

All reports generated on a shift MUST be reviewed by the shift lead for accuracy and completeness.  Responsibility shifts from the console crews to the day staff once anomaly reports have been filled out thoroughly.  The OEs and the Programme Office review the reports.  The associated instrument team(s) is briefed on any anomalies at the daily planning meetings.  A summary of these anomalies and their impacts are included in the SOHO Daily and Weekly reports.  Additionally, all anomaly reports are reviewed, followed-up, and closed at weekly meetings with a GSE and NASA Mission Director and the Ground Segment Engineer (GSE).  Reference Appendix K for an Anomaly Report example.

9.1.1.14.1 Anomaly Report Instructions

Complete ALL fields of the anomaly report form.  Enter “N/A” if a field is not applicable.

· Use the format GYY-#### (where YY is the last two digits of the year)
for ground anomalies for numbering the reports.

· Use the format SYY-#### (where YY is the last two digits of the year)
for spacecraft anomalies for numbering the reports.
· Day/Time box:  This is the time the anomaly occurred, 
and not when the anomaly report was first opened.
The format is DOY/HHMM Times will be in UTC.  (e.g. 154/2245)
· Date: This is the calendar date of the anomaly.  
The format is MM/DD/YY.  (e.g. 06/02/02)

· Status:  This will always be open when the report is written.
The status is only changed by the GSE after the meeting with NASA.

· Originator:  The person who completes the report is the originator.  Normally it is a person who was on shift at the time of the anomaly.  When the anomaly occurs around the time of a shift handover, then it may be passed on to the next shift.

· Orbit#:  This is the orbit number of the pass on which the anomaly occurred.  If an anomaly is written for an offline component, then the pass number will be zero (0).  
The format is YDDDn where:

· Y is the year

· DDD is the day of year 

· n is the number of the pass of that day
· Station:  This is the station supporting SOHO at the time of the anomaly.  If an anomaly is written for an offline component, then the station can be left blank.

· Anomaly Title:  Follow the next steps.

· Step 1: Identify the Problem.  It is any unplanned deviation from normal operations.  Several examples are: Telemetry dropped out, Command capability lost, Delayed NRT commanding, degraded data, Bad clock_corr delta, and Late AOS.

· Step 2: Discover the root cause.  The root cause is the reason for the problem.  An easy way to know this is to create a sentence about the problem:  “Telemetry dropped out because the station stopped track”, “Command capability lost because spacecraft receiver lost lock”,  “Delayed NRT commanding because the CMS socket failed”, “Bad clock_corr delta because of poor TGC performance”, “Telemetry was degraded because of RFI”.

· Sub-System:  This is the system identified as the possible cause of the problem.  
See Section 9.1.1.14.2 for more information.

· Supporting Documents:  Any document(s) that helps support the anomaly description or aids in troubleshooting the anomaly.

· Limit Violations:  List any limits that may have flagged and their values, and status.  (e.g. Mnemonic: KKANOCNT Value: 21 Status: Delta Red)

· Assignment:  This is the party or parties responsible for troubleshooting and fixing the anomaly.

· Anomaly Description and Actions Taken: Describe the events.  Times should include seconds.  The description should answer what, when, and why.  The report needs to be a stand-alone document.  It must contain enough details that anyone reading the report understood the problem and how the problem was resolved.  Include a detailed description of the problem, including associated times, observations made, procedures executed, NRT status, spacecraft status, etc.  An anomaly report should only contain facts.  If the cause of a problem is unknown, state so in the report.  List FOT actions taken to identify, troubleshoot, and resolve the anomaly.  These include procedures run, parties notified, contingency scripts referenced, etc.  Also, include any actions taken by other parties in response to the anomaly.  List what the user was trying to achieve by taking specific actions.  Note any changes observed because of actions taken.  List requests for DR numbers in this section as well.

· Impacts:  How this affected SOHO operations.  Detail the impacts.  Impacts are what we lost, what we were unable to do, and if we can recover it.

· How long NRT was paused.

· How much telemetry was lost
Include the recoverability and status of lost telemetry.

· How much MDI-M or MDI-H data was lost (including magnetograms)

· Anomaly Resolution:  This section includes final analysis, solutions, experimenter feedback, etc.  Often this section is completed, later, when the anomaly is deemed closed.

9.1.1.14.2 Anomaly Report Subsystem Designations

The subsystem field MUST be completed for both spacecraft and ground anomalies.  For spacecraft anomalies, the spacecraft subsystem or experiment affected is input.  Listed below are subsystem names used for one of the ground anomalies report field entry.  Beneath each subsystem name is a list of components and anomaly types named under that subsystem.  

The following list identifies hardware linkage to the “Sub-System” field in the Anomaly Report.

Ground Station Telemetry System:

· Telemetry systems:  TCP, TLP, DCC

· Receivers:  BVR, MFR

· RFI problems

· Tracking systems:  MDA, MPA, DCC, TDDS

Ground Station Command System

· Command systems: TCP, UPL

· Transmitter components:  PA, Exciter (SBE)

· Uplink sweeps and sweep procedures

· Ranging equipment: SRA, RRP

Ground Station Antenna

· Antenna hydraulics

· Autotrack & Conscan Systems

· Antenna mechanical components (Stow pins, hydraulics, elevation brakes, etc.)

Ground Station Network - G/S data transmission and storage: SCP, SPC LAN, and RNS

Ground Station Power - Electrical power outages or power hits at the complex

DSN Data Network

· DSN data transmission equipment: SFG, Big Pipes, Little Pipes, CCP

· DSN data storage equipment: CDR

DSN Scheduling – Self-Explanatory

DSN Voice Network- Voice problems falling under JPL control

NASCOM Network

· NASCOM equipment (routers, switches)

· Any IP network problems at Goddard

· Any dropouts observed at the POCC, which no one else observes and no reason for the dropout can be determined
Goddard Voice Network - All voice problems falling under Goddard Voice

Goddard Power- All local GSFC power problems include UPS and PDUs

POCC Software- Operations strings software: TPOCC, TSTOL, HP-UX

POCC Hardware- Operations strings hardware: 

· Workstations

· Front-ends

· X-Terminals

· Monitors

· Printers

SIMSS Software- All software problems associated with the SIMSS PC.

SIMSS Hardware- All hardware problems associated with the SIMSS PC.

HP Client Software- All software problems with client software on TPOCC strings

TPOCC LAN covers connectivity issues between ground system equipment located on the TLAN.  Each of following systems problems is self-explanatory:

· CMS Hardware

· CMS Software

· ITPS Hardware

· ITPS Software

· IRTS Hardware

· IRTS Software

· DPS Hardware

· DPS Software

· RDA Hardware

· RDA Software

· FDF

· FORMATS

· FOT

There are some special cases that require additional consideration when writing, and troubleshooting, anomalies:

· Lost MDI Downlink: Whenever MDI-M or MDI-H downlink time is lost because the DHSS mode could not be changed, or because the station was not available when planned, the impact should be “Transition to MDI mode was delayed, resulting in xx minutes of lost MDI downlink time”.  This will distinguish this type of loss from the loss of MDI data that results from cessation of telemetry flow while the DHSS mode is 
MDI-M or MDI-H.

· Commanding Anomalies: Include the AGC level of the spacecraft receiver in use when a commanding anomaly occurs.
· Commands Received from Sources Other than SOHO POCC: In the event that a DSN station currently supporting SOHO reports receiving commands from a source other than the SOHO POCC, halt any commanding taking place and direct the station to terminate command modulation (but leave the carrier up).  Immediately notify the DSN Ops Chief and the on-call OE of the situation.

9.1.1.1 SOHO Operations Key Parameters and Spacecraft Maintenance Binder
This binder, maintained by the OEs, is the official log for tracking important spacecraft software settings, relay actuations, bias parameters, etc., throughout the mission.

9.3.1.15. Simulator Log

This log is solely used for operations with the Simulator.  All the rules for SA Log apply to it.  Any SIM directives, state files, overrides, and changes used to configure the simulator must be logged.

9.3.1.16. Engineering Test Reports
Engineering Reports are produced after occurrence of a spacecraft anomaly.  This may be a concluding report where the problem has been identified, fixed, and operations have returned to a normal or degraded state; or this may be an intermediate progress report if the resolution of the problem is taking more than a few days.  It is a comprehensive report on the anomaly for future reference of engineers, the project, and operations personnel.  These reports are usually produced by the ESA/MMS representatives, but may be generated by the OEs.

9.3.1.17. Special Study Reports

Special Study Reports are produced from the result of research or analysis study of spacecraft data initiated by the FOT, or requested by the Project.  These studies are used to enhance spacecraft performance and ground operations.  There is not a prescribed format or content for these reports.

9.3.2. Report Archiving

Many of the previously mentioned reports, as well as other daily printouts, are archived on either a temporary or a permanent basis.  These reports are stored in either hardcopy or electronic form.

9.3.2.1. Permanent Archiving
Reports to archive on a permanent basis:

· Pass Summary Sheet

· SA Log

· OE Log

· Offline Log

· Anomaly Reports

· MEDOC Request Log

· ITPS Completed Request Binder

· SOHO Operations Key Parameters and S/C Maintenance Binder

· Monthly Trending Packages 

· SOHO Daily Report

· FOT page snaps

9.3.2.2. Temporary Storage
Reports to be archived on a temporary basis:

· Configuration monitor printouts (2 months)

· Limit violation printouts (2 months)

· Pass Plans (6 months)
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