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1 Introduction

This document presents the assessment on how to replace failed CSPAAD.

FSPAAD was declared lost in 2004.

CSPAAD has just been declared not usable for failure detection (see RD6).

This study is articulated in 5 parts:

1- situation before the loss of CSPAAD, especially important here:


* FSPAAD/CSPAAD role in “Gyroless FDIR”;


* summary of COBS SW monitorings


* review past ESRs where FSPAAD triggered when there was a real off-pointing;

2- Discuss what off-pointing threshold is acceptable;

3- Comparison of FPSS and SAS pointing;

4- study possible replacements of CSPAAD;

5- recommendations for flight operations.

Discussions on “CSPAAD replacement” have involved SOHO project team in GSFC and Astrium engineers (including former SOHO spacecraft system engineer and AOCS architect) and were held (teleconferences) at the following dates: May 21; May 31; June 5; June 25.
2 Reference documents

[RD1]
SOHO Gyroless User Manual
SH-MAT-UM-37930 Iss5 Rev UB56

[RD2]
CAE User Manual
SH-BAe-MA-4251
Iss 2A

[RD3]
SOHO Gyroless FDIR Analysis
SH-MAT-NT-37923 Iss2

[RD4]
Application SW Functions UM
SH-MAT-UM-31576 Iss3 Rev UB57


[RD5]
SAS and FPSS during ESRs 20 to 23
SOHO/PRG/TN/590  2004 May 18


[RD6]
ESR-27-28-29 Warm Start-up Report
SOHO/PRG/RP/743 2012 May 11


[RD7]
SOHO ESRs History
SOHO/PRG/TN/608

[RD8]
FPSS SAS1 A/B comparison during ESRS 27, 28 and 29





SOHO/PRG/TN/746 2012 May
3 Situation before loss of CSPAAD

3.1 FDE: onboard HW FDIR protections

Each of the following FDE anomaly can be enabled so that when detected it triggers an ARO (Automatic Reconfiguration Order) that put the spacecraft in ESR (Emergency Sun Reacquisition) mode (for more details see “CAE User Manual” (RD2):

· separation Time Out Detector (TOD): used only to delay FSPAAD detection after solar arrays deployment, therefore useless now.

· Fine/Coarse Sun Pointing Anomaly Detection (FSPAAD/CSPAAD): FSPAAD declared failed in 2004. CSPAAD still used until May 2012.
· Roll Rate/Roll Attitude Failure Detection (RRAD/RAAD): not used since loss of last gyro (Dec 1998)
· Tank Pressure Anomaly Detection (PAD): since 1 bit change corresponds to a large change in pressure, it cannot detect thruster stuck open.
3.2 Summary of COBS SW monitorings

The SOHO Gyroless SW protections are presented by “Application SW Functions UM” (RD4).

A summary table of COBS monitorings (original and gyroless) is given in Annex A2.
In addition note that most of the COBS Standard monitorings provide protection against equipment over-heating (see complete list in Annex A3, updated with channel 35  now used for CEPAC monitoring so that entries 18 and 19 can be used for “CSPAAD replacement”).
In 2007, it was decided to trigger an ESR in case of FPSS electronic getting too hot.

With FSPAAD and CSPAAD lost, we may have to trigger also an ESR in case of 
over-heating of one WDE channel (standard monitors entries 11 to 14).
3.3 AAD role in Gyroless FDIR

The failure cases covered only by FSPAAD or CSPAAD (since it is not ENABLED, “Hx flag monitoring” is not counted as an active protection) have been extracted from “SOHO Gyroless FDIR Analysis” (RD3)(Annex: FMECA tables) and reviewed here after.

The last column on the right “remarks” presents the current coverage status after loss of FSPAAD and CSPAAD.

Summary: 2 cases are not covered by FPSS sun presence: 60012 (ACU TM failure) and 63050 (FPSS outputs stuck).

[image: image3.emf]with CSPAAD/FSPAAD lost

Case Item Function Phase Failure Effect on system Ground detection Onboard detection C Remarks

60002 AOCS/SW

Calculation of torque 

demands

CRP

SW error (not affecting 

TM/TC functions)

Loss of attitude control

Anomalous attitude detected by 

FPSS, SSU and wheel speed

- HX flag

- FSPAAD/CSPAAD

1R  Covered by "FPSS sun presence" monitor

60012 AOCS/SW TM/TC management CRP

SW error affecting 

TM/TC functions

Loss of attitude control and 

loss of TM/TC

Anomalous attitude detected by 

FPSS, SSU and wheel speed

- HX flag

- FSPAAD/CSPAAD

1R

If ACU TM affected, not covered by FPSS sun presence

Can only be covered by analog SAS monitoring

63050 FPSS

Fine measurement of 

solar aspect angle

NM, 

RMW, 

CRP

Output stuck high

Temporary loss of nominal 

MACS bus. Loss of attitude 

control.

Continuous output data - FSPAAD/CSPAAD 1R To be covered by new SAS1 monitoring (TBC)

67012, 

67020, 

67030

RWA/RWE

Torque for nominal 

attitude and during 

roll maneuver

CRP

Erronoeous drive, loss 

of drive, overspeed

Depointing. Roll rate buyld-

up.RW speed divergence 

HR/MR TM may be lost.

Anomalous attitude detected by 

FPSS, SSU and wheel speed

- HX flag

- FSPAAD/CSPAAD

1R

Probably go first to CRP if torque error persist detection 

by "FPSS sun presence"

67041 RWA/RWE

Torque for nominal 

attitude and during 

roll maneuver

CRP

Erronoeous RW speed 

TM

Corruption of roll control by 

ACU

Discontinuity of filtered wheels 

speeds TM, abnormal roll angle 

TM

- HX flag

- FSPAAD/CSPAAD

1R

Single erroneous wheel speed is covered.

Continuous wrong wheel speed invalidate the CRS. 

Should eventually result in loss of roll ctrl, therefore 

offpointing covered by "FPSS sun presence"

67060 RWA/RWE

Torque for nominal 

attitude and during 

roll maneuver

CRP Bearing failure

Possible depointing. 

Increased power 

consumption. Reduced 

wheel lifetime. Increased 

temperature.

WDE T°, RW LCL currents - FSPAAD/CSPAAD 1R

- If troque demand too high, offpointing will trigger 

FPSS sun presence

- COBS STdr Mon for WDE T°

- Trending covers check of RW friction.

68040 CAE FCV drive MM, SK

Permanent FCV drive 

3 or 4

Unwanted thrust on one 

thruster. Quick yaw 

depointing. Excessive use of 

hydrazine.

TM from FPSS, SSU, thruster 

thermocouples, unexpected RW 

speed TM

- FSPAAD/CSPAAD 1R  Covered by "FPSS sun presence" monitor

69030 ACU RTU interface

CRP, 

RMW, 

NM

Loss of one or several 

operation mode

Loss of mode transition 

capability. Loss of S/C 

attitude control. Possible 

loss of HR/MR TM.

Mode relay status TM

- FSPAAD/CSPAAD 

eventually

1R

 - ACU mode realy inoperative: ACU will stay in last 

valid mode, eventually offpointing detected by "FPSS 

sun presence"

- RTU interface PB: what happens if ACU cannot be 

commanded ??

70300 FCV

Connect/disconnect 

thruster from 

hydrazine flow

MM/SK

FCV drive 1 or 2 

failure to close or 

internal leakage

Unwanted thrust on one 

thruster. Quick pitch 

depointing. Excessive use of 

hydrazine.

TM from FPSS, SSU, thruster 

thermocouples, unexpected RW 

speed TM

- CRP flag (if gentle 

leakage)

- RW speed monitoring (if 

gentle leakage)

- FSPAAD/CSPAAD (if 

severe leakage)

1R  Covered by "FPSS sun presence" monitor

70301 FCV

Connect/disconnect 

thruster from 

hydrazine flow

MM/SK

FCV drive 3 or 4 

failure to close or 

internal leakage

Unwanted thrust on one 

thruster. Quick yaw 

depointing. Excessive use of 

hydrazine.

TM from FPSS, SSU, thruster 

thermocouples, unexpected RW 

speed TM

- RW speed monitoring (if 

gentle leakage)

- FSPAAD/CSPAAD (if 

severe leakage)

1R  Covered by "FPSS sun presence" monitor

70302 FCV

Connect/disconnect 

thruster from 

hydrazine flow

MM/SK

FCV drive 5, 6, 7 or 8 

failure to close or 

internal leakage

Unwanted thrust on one 

thruster. Quick roll rate built 

up. Excessive use of 

hydrazine.

TM from SSU, thruster 

thermocouples, unexpected RW 

speed TM

- CRP flag (if gentle 

leakage)

- RW speed monitoring (if 

gentle leakage)

- FSPAAD/CSPAAD (if 

severe leakage)

1R

First a fall-back to CP will be attempted, if CRP cannot 

converge, off-pointing detected by "FPSS sun presence"

As described in "SOHO Gyroless FMECA" (hence still using FSPAAD/CSPAAD)


3.4 Failed FSPAAD replaced by FPSS sun presence

Since 2004, failed FSPAAD has been replaced by 2 COBS Standard Monitoring of FPSS sun presence (filter at 4).

FPSS sun presence monitors have to be DISABLED each time not using AOCS packet type 2 or 3.2 (for instance when switching to 3.4 for download of SSU mapping). 

It could be possible to monitor “FPSS sun presence” in packet type 3.4 (low rate star data), one has to monitor AKF34YZ.

Note that mapping download is done during ground contact with the spacecraft.

FPSS sun presence monitoring is also disabled when doing ACU dump (in AOCS packet 3.1).

In case of warm start-up, such monitors are lost.
3.5 AAD for past ESRs and impact without AAD

The Attitude Anomaly Detector (AAD) is made of the FSPAAD that triggers at 5° sun off-pointing and the CSPAAD at 25°. A summary of past ESRs is given by “SOHO ESRs History” (RD

Since launch, CSPAAD never triggered with a REAL 25°-off-pointing. 

Since launch FSPAAD triggered with a real 5° off-pointing for SEVEN ESR events listed here after:
3.5.1 ESR-2: ACU-A power OFF

At 14:38 on Nov 19 1997, the ACU-A had a power failure (current dropped from 0.16A to 0.04A). Without attitude control (wheels kept by WDE with the last commanded torques), in less than 2 minutes, the FPSAAD detected a 5° off-pointing and triggered an ESR.

Without FSPAAD/CSPAAD:

If it happened again, since ACU was OFF, it would not be detected by “ACU reset” or “FPSS sun presence”.

Could be covered by new Standard Monitoring of ACU-A current or by SAS1-B monitoring.
3.5.2 ESR-3: after warm start-up
At 19:03 on March 3 1998, with 4° Yaw off-pointing, FSPAAD triggered ESR.

Without FSPAAD/CSPAAD:

This case is covered by “FPSS sun presence” monitoring.
3.5.3 ESR-7: mission interruption
At 04:38 on June 25 1998, just at the beginning of the “mission interruption” of SOHO, FSPAAD triggered ESR when there was an off-pointing of 5°.

Without FSPAAD/CSPAAD: 
This case is covered by “FPSS sun presence” monitoring.
3.5.4 ESR-9: incorrect load, CMS error
As part of SOHO recover activities, at 19:35 on Sep 22 1998, FSPAAD triggered ESR when there was an off-pointing of 5°.

Without FSPAAD/CSPAAD:

This case is covered by “FPSS sun presence” monitoring.
3.5.5 ESR-10: loss of Gyro B
After loss of Gyro-B, at 17:49 on Dec 21 1998, FSPAAD triggered ESR when there was an off-pointing of 5°.

Without FSPAAD/CSPAAD:

This case is covered by “FPSS sun presence” monitoring.
3.5.6 ESR-11: “Valentine dance”
Due to SSU switch OFF and ON, there was an off-pointing and FSPAAD triggered ESR.
Without FSPAAD/CSPAAD:

If this case happened again, the “RW speed” monitoring will force a transition to CRP and before or after that the “FPSS sun presence” monitoring would trigger ESR.
3.5.7 ESR-18: total power interruption
Due to a sudden power interruption, at 2:39 on 5 Feb 2002 there was a warm startup and three minutes later an ESR was triggered by FSPAAD at 5° off-pointing. With wheels spinning at -853 / 771 / 1601 rpm, simulation showed that a power interruption will lead to a 5° off-pointing in 190 seconds (for details see “ESR-18 report”).
This is a very special case with both ESR and warm start-up.

Without FSPAAD/CSPAAD:

There is no available SW protection against such “double failure” case (both ACU and COBS Gyroless functions are lost due to the power interruption).

Therefore it is a risk to be accepted: such a “total power interruption” occurred only once in 2002. A ground contingency script could be prepared for the case “unexpected interrupted TM in low rate” aimed at triggering ESR.

3.6 Causes of past CDMU warm start-up

Past warm start-up are summarized here after with their causes:

1998-Mar-3:

Due to CDMU PCCS failure (power)

1998-Sep-22:

Due to mode 3 commands sent too quickly.

2002-Feb-5:

Due total power interruption (it caused also an ESR, see above).

2003-July-14:

Due to mode 3 commands sent too quickly (during AMPE thermal control trials).

2012-May-8:

Caused by executing ARO sequence (for ESR) when in COBS TM intermittent mode. 

4 Off-pointing thresholds

4.1 To ensure ESR convergence

As long as Hx limits are respected, there is no concern for roll rate at ESR entry.

SAS1-B capability is well above 25°. 

It makes sense to have a threshold higher than FPSS field of view (which is +-2°).

An analysis tool has been prepared by AOCS/system expert to take into account:

· SAS1 off-pointing threshold, set at +-3°
· MAX allowed off-pointing before triggering ESR (here set at 18° to avoid having 1 SA section completely in the shadow of the spacecraft body)
· filtering in the monitoring,
See excel tables in annex A4.
4.2 To respect power margin

Assuming there is normally always 1 SA section kept in shunt, the power margin is greater than 12.5% (1/8), therefore a 25° off-pointing is acceptable (MAX of 28.9° for power reduction of 12.5%).

However due to spacecraft shape, a Yaw off-pointing will induce spacecraft body shadowing effect on the solar arrays, starting at 6.5° and putting completely in the darkness one section at 18°. The shadowing induced by a positive Yaw off-pointing will be seen as a drastic reduction in PISW2 level. A negative Yaw off-pointing will have similar effect on the other solar arrays wing, even if noticeable by PISW1 for only large off-pointing (PISW1 and PISW2 are not symmetric).
4.3 For instruments safety 
An off-pointing of 25° is acceptable for instruments, especially LASCO.
4.4 For HR/MR TM

As indicated in Annex A9 §17, a spacecraft sun off-pointing of 13° will degrade TM as during a 34m Key Hole.
5 SAS1 vs FPSS performances

6 SAS-1 covers +-65° (+-97° without baffles) whereas FPSS is limited to +-2°.
6.1 As measured during ESRs 20 to 23

See “SAS and FPSS data during ESRs 20 to 30” (RD5), where it is demonstrated the good performances of SAS vs FPSS.

6.2  Checked SAS over the past 2 years

FPSS vs SAS1 1/B comparison during ESRs in May 2012 shows also good performances of both SAS1 (see RD8).

7 Possible replacements for CSPAAD

7.1 Hx flag
As described in RD1, COBS monitoring of HX flag can be used only if the Hx patch has been put in place. Based on flight experience, Hx doesn’t bring additional protection when compared to wheels speeds monitoring.

In addition, the conditions for operating with COBS Hx disabled (listed in “Gyroless User Manual (§3.11) are still respected. 

Therefore COBS Hx is neither necessary nor useful.

7.2 Another AAD criteria ?
PAD could not be used due to a poor resolution. In addition the extreme case of a “severe propulsion leakage” may mean end of mission anyway.

Using RAAD could be complicated and risky (due to noise on gyro outputs, gyros have been declared failed, need to periodically reset counter). Therefore not possible.
7.3 SAS1-B analogue 
SAS1-B analogue outputs could be monitored to trigger an ESR in case of off-pointing.

Advantages: 
· SAS is a robust equipment (reliability of 0.9996)

· simple to use since SAS1-B is directly acquired by FDE, therefore always available in TM.

· Offers a protection independent of ACU (so different approach than “FPSS sun presence” that relies on both COBS and ACU working properly)

· Covers “ACU TM failure case” whereas SAS1-A and “FPSS sun presence” don’t work

Drawbacks: 

· SAS1-B is used for sun pointing in ESR, using it also for failure detection makes it a SPF. However a failed SAS1-B may mean end of mission anyway.

Nota: new SAS1-B Standards Mon have been uploaded on June 11 (see details in Annex A4 §12.1)
7.4 SAS1-A digital 
SAS1-A digital outputs could be monitored to trigger an ESR in case of off-pointing.

Advantages: 
· SAS1-A digital data is more accurate than SAS1-B analogue

· SAS1-A is never used either for control or for ESR, so a good and independent candidate for failure detection

· no change of configuration (both CAEs are always ON)
Drawbacks: 

· SAS1-A data are acquired though CAE-A and ACU, the latter being in charge of attitude control;

· No longer possible to swap CAE (have been doing so for several years in order to check periodically PRSO branch pressure on A or on B side);

· Acquisition delay: SAS1-A digital acquired through CAE and ACU

· If SAS1-A or CAE-A fails, protection is lost.

7.5 Solar Arrays (SA) parameters
Based on TM values observed during past sun off-pointings, are reviewed here after Solar arrays parameters that could give an independent monitoring of sun off-pointing (see Annex A5 for overview of power subsystem and SA sections).

All SA parameters (PISWi, PSSSWi, PTGSn+-Y, PUGSA/B) are in SVM HK3 (so they can be monitored at 1Hz if necessary).
7.5.1 SA currents (PISW1 and PISW2)

2 SA currents are acquired: one for a section in shunt (PISW1) and the other for a section always on the bus (PISW2). PISW1 and PISW2 are not symmetric. Their LSB is 0.04A.

PISW1 will decrease when the corresponding section (1) will be put on the bus (for instance, in May 2012: PISW1=6.2A whereas PISW2=5.3A; so difference of 16%).

Trend values: PISW2 between 5.6 and 5.1A (over past year) (see Annex A7) (fluctuations of +-5%).

PISW2 may be drastically reduced when section 8 is in the shadow of the spacecraft body. With: PLM height of 3.6m and external border of section 8 at 1.15m of S/C body; section 8 is completely in the shadow for positive Yaw angle above 17.7°.
Yaw shadowing effect starts at about +6.3° (taking into account projection of S/C height into “rotated SA panel”; in other words: “SAinShadow*Cos(Yaw)= S/cHeight*Sin(Yaw).


Power experts predict PISW2 values above 5A for 2017-18.


Section 1 (PISW1) will be completely in the shadow for 45° in Yaw (since S/C height is roughly equal to SA wing length (3.6m)).
Since there are 8 sections, 1 section represents 12.5% of total power.
Conclusion:

PISW2 may be used as confirmation of sun off-pointing (very sensitive to a positive Yaw off-pointing). 
However in case of “negative yaw offpointing”, PISW2 will not detect the shadowing effect (for instance it would see a decrease of 12% when Yaw at -28°, whereas real power falls by 33%, therefore more than a loss of 2 SA sections).
So monitoring the working point current PISW2 could be used only if thresholds are tight enough to react before a “not detected shadowing effect”, which means to react at or before  -8% (equivalent to 22° on pitch, corresponding to a worst case of “not detected shadowing” of -24%). Ground would have to update monitoring thresholds at least twice a year.
7.5.2 SA section status (PSSSW1 to 8)

The status (shunt/on-bus) of each one of the 8 SA sections is available in TM.

SA section status depends both of power consumption and on power available from the solar arrays. 
Usually there are between 2 and 3 sections in shunt (average daily values reported in trend report, see Annex A5).

As a precaution, it is recommended to have always more than 1 section in shunt (as a power budget margin reserved for special operations (wheels spin-up, maneuvers, …).
Therefore, instead of monitoring the last section, it is suggested to monitor the LAST BUT ONE section (which has been almost always in shunt since Jan-2010) with a filter value of 2 (which means that this section is still in shunt only 40% of the time (average computed below).
[image: image4.emf]PSSW2 status (1 = Shunt; 0 = On the Bus)

In Sun pointing average= 1 or just below 1

pattern 1 1 1 1 1 1 1 1 1 1

With increasing off-pointing (several cases)

average= 0.5

pattern 1 1 0 1 0 1 0 1 0 0 then it triggers

average= 0.4

pattern 0 1 0 1 0 1 0 1 0 0 then it triggers


Such monitoring could be done every 5 seconds (only one COBS entry is needed).
With section 2 in shunt only 40% of the time, it means the power loss is (from 2 to 3 SA sections in shunt, it drops to 1.4) between 0.6 to 1.6 sections, which corresponds to 7.5% to 20% of power available. As shown by “off-pointing effect table” in Annex A5 §13.3, such a power loss corresponds to:

- between 22° and 36° in Pitch;

- between 11° and 20° in Yaw
a maximum of 22° in Yaw or 40° in Pitch.
The larger the power margin is, the later will the last section been put on the bus.

Nota, in June 1998, all SA sections were ON the bus when off-pointing at 24° (with positive Yaw of 24°). See details in Annex A6 § 14.1.
Reliability of SA “Shunt Section” and “Majority Voting Logic” is high (0.9995).

Conclusion:

We could monitor the “LAST BUT one” section with a filter value of 2 in order to react when the “equivalent number of sections in shunt” is between 1.4 and 1.8 (TBD).



7.5.3 SA cells voltages (PUGS1A and PUGS1B)

There are in TM 2 voltages of 2 in-series cells per each wing (PUGS1A (sections 2 and 8) and PUGS1B (sections 1 and 7)). See power diagram in Annex A5 (PUGS1A/B LSB = 20mV).

Trend values: over past years, average between 0.98 and 0.96V (see Annex A7).

Conclusion:

Since such cells work in open circuit and in the past they violated several times their Yellow Low limits (in June and October 2005), they cannot be used to detect offpointing.

7.5.4 SA temperatures (PTGS1+Y, PTGS1-Y, PTGS2+Y and PTGS2-Y)

See location of thermistors in Annex A5 (LSB of 2.2°C). All temperatures are back side of panels.


Trend values: 6-month variations of +-5° (larger excursion for section not always on bus).


For a change in “flux” of 10%, excursion of Temperature limited to 2.5% (Flux=kT4), so about 8°C. 
Therefore changes in SA temperatures may not be detected for off-pointing smaller than 25° (effect not quick and not large enough to be detected)
7.5.5 


7.6 Instrument off-pointing flags
In order to confirm SAS1-B measurements, one may use off-pointing flags that could be provided by instruments: mainly LASCO and VIRGO.
7.6.1 VIRGO off-pointing flag
Sun off-pointing could be confirmed when the differences between the VIRGO LOI guiding pixels (opposite to each other, pixels 13 and 16, pixels 14 and 15) are greater by 10% than their mean values, corresponding to an off-pointing larger than 7.5 arcminutes.
The LOI guiding pixels are updated every minute in VIRGO science packet.

LOI status is both in VIRGO science and VIRGO HK packets.
Such a VIRGO off-pointing flag would require processing by COBS (depending of VIRGO integration cycle, data not located in the same bytes; comparison of difference between current and mean values).

As soon as the sun off-pointing is larger than 0.5 degree, there is no signal on the guiding pixels.
Therefore using VIRGO LOI seems complicated and would need a COBS SW patch.
7.6.2 LASCO off-pointing flag
LASCO C3 bore sight sensors could be used as confirmation of sun off-pointing, based on LUBSX/LUBSY that are always available (in Low Rate TM experiment HK packet).
Monitoring limits TBD.
However after a reboot, LUBSW/LUBSY are available only after at least 27 minutes.

To check “LASCO normal operations status”, one has to check LASCO TM values (L+31, LIPWA). (TBC)
8 Recommendations for flight operations

8.1 Mitigate risks of disabling “FPSS sun presence”

Due to AOCS packets, FPSS sun presence is disabled during download of SSU mapping data, which sometimes can take more than 30 minutes, and also during ACU dump.

· 
· 
It has been decided to postpone next ACU dump (initially scheduled for June 2012).

8.2 Mitigate risks of warm start-up

Since most of COBS monitorings are lost after a warm start-up, one wants to avoid any uncessary triggering of such reconfiguration.
8.3 Review macro for current standard monitorings

Without FSPAAD/CSPAAD, in case of over-heating of one WDE channel, one may want to trigger an ESR and not just to switch OFF this wheel. TBC
8.4 Make more standard monitoring entries available

Move several COBS standard monitoring entries the corrective action of which is limited to a switch OFF, to be defined as a “fake thermal circuit” (using the COBS patch put in place for that).

9 Conclusion

After the third teleconference, SAS1-B standard monitorings have been uploaded (see definition in Annex A4 §12.1). 
During thruster maneuvers, considering the short reaction time, it is recommended to keep using such monitorings, without any independent confirmation of SAS1-B off-pointing.

Outside thruster maneuvers, it is worth checking there is a real off-pointing (i.e. it is not a failure of SAS1-B), which could be based:

· on solar arrays parameters (status of “last but one” section).

· or on instrument off-pointing flag (TBC).
10 Annex A1: History of ESRs

[image: image5.emf]ESR # Month Day Year DOY Time Origin and cause

1

DEC 4 1995 338

02:05

ACU reset #1. Cause: memory locations not protected

2

NOV 19 1997 323

14:40

ACU A power failure. Cause unknown. ESR triggered by FSPAAD.

3 MAR 3 1998 062 19:03

CDMU Warm Start Up due to a power failure (cause unknown). ESR 

triggered by FSPAAD (at 4°).

4 MAR 3 1998 062 22:53

Roll Rate Anomaly. Cause: a wrong scale factor (0.08 instead of 1.00) for 

Gyro C was uploaded during ESR 3 recovery  

5

JUN 24 1998 175

23:16

Roll Rate Anomaly. Cause: Roll Rate gain of FDE was left to "High"  

6

JUN 25 1998 176

02:35

Roll Rate Anomaly. Cause: false roll motion detection

7

JUN 25 1998 176

04:38

FSPAAD. Cause: procedure from ESR #6 recovery. Loss of SOHO

8

SEP 16 1998 259

18:29

Commanded as part of recovery from ESRs 5,6 & 7 

9

SEP 22 1998 265

19:35

FSPAAD. Cause: false alarm

10

DEC 21 1998 355

17:49

FSPAAD. Cause: Loss of Gyro B

11 FEB 14 1999 045 13:53

FSPAAD. Cause: SSU switch off and on 

12 NOV 28 1999 332 11:55

ACU reset #2. Cause: memory locations not protected

13 DEC 1 1999 335 18:43

Commanded from ground after loss of control star (18:09) and loss of 

telemetry (18:42)

14 JAN 7 2000 007 00:28

FSPAAD. Cause unknown. False detection.

15 NOV 29 2000 334 00:19

ACU reset #3. Cause: memory locations not protected

16 JAN 14 2001 014 21:02

ACU reset #4. Cause: memory locations not protected

17 JUL 28 2001 209 20:16

ACU reset #5. Cause: memory locations not protected. Correction uploaded 

according to OCD #1540 on Aug 8th, 2001

18 FEB 5 2002 036 02:39

Main bus voltage drop. Known as "Tin Wiskers" event

19 JUL 8 2003 189 04:09

FSPAAD. Cause unknown

20 APR 21 2004 112 05:37

FSPAAD. Cause unknown

21 APR 22 2004 113 07:27

FSPAAD. Cause unknown

22 APR 22 2004 113 16:12

FSPAAD. Triggered despite a filter was put in place

23 APR 23 2004 114 23:37

Sun presence monitoring. Cause: monitoring not disabled while switching 

AOCS packet

24 DEC 8 2004 343 21:59

CSPAAD. False alarm; cause unknown. CSPAAD cleared after recovery as 

well as FSPAAD.

"Particule" triggered CSPAAD while on its way out from FSPAAD?

25 JUL 12 2009 193 04:13 CSPAAD. False alarm; cause unknown. CSPAAD cleared after recovery.

26 AUG 20 2010 232 13:55 CSPAAD. False alarm; cause unknown. CSPAAD cleared after recovery.

27 MAY 3 2012 124 22:25 CSPAAD. False alarm; cause unknown. CSPAAD cleared after recovery.

28 MAY 8 2012 129 20:34

CSPAAD. False alarm; cause unknown.

29 MAY 9 2012 130 16:50

CSPAAD. False alarm; cause unknown.


11 Annex A2: COBS monitorings

[image: image6.emf]Monitor SW Description

Mode

Corrective action

Status after 

Warm 

startup

Remarks

ESR monitoring COBS original

Detects ESR and trig 

CA

all

SRTU, ARTU reconfigured; COMS backup; HGA CTrl 

disabled; LVB OFF; frozen packets; 

Disable: Thruster Mon; Stdrd Mon; CRP flag; Hx flag; 

ACU reset; RW speeds; Offpointing

Inhibited

ESR warning COBS original

Warn instruments of 

ESR

all

OBDH block command sent to predefined list of 

instruments

Enabled

by default inhibited at warm startup (WSU status 

modified by ground)

Thruster monitoring COBS original

Check sum of thruster 

increments are smaller 

than threshold

RMW FCV-A OFF Inhibited

Used during thruster maneuvers.

If PROS-B used, CA to be changed.

CRP flag

COBS 

Gyroless

if no more valid and 

eligible star, raise CRP 

flag

RMW, 

NM

Disable RW Speed Mon; ARTU reconfigured.

Switch OFF: FCV-A. CLOSE LV-A.

Force transition to CRP

Disabled 

Can be used with any AOCS packets.

Works with ACU-A or ACU-B.

Adequate ONLY for PROS A.

RW speed 

monitoring

COBS 

Gyroless

Triggers if unexpected 

RW speeds

RMW, 

NM

Disable CRP flag Mon; ARTU reconfigured.

Switch OFF: FCV-A. CLOSE LV-A.

Force transition to CRP

Disabled 

Used only with AOCS packets 2 and 3.2.

RW speeds thresholds widened during 

maneuvers.

Daily RW speeds limits updated automatically by 

COBS.

Expe off-pointing

COBS 

Gyroless

Detects off-pointing 

(based on FPSS)

all Send warning (OBDH block command° to instruments Disabled 

ACU reset 

monitoring

COBS 

Gyroless

Monitor ACU watchdog all

ARTU reconfigured.

Disable: all Gyroless Mon

Trigger ESR

Disabled 

Hx flag monitoring

COBS 

Gyroless

Monitor ACU Hx flag all COBS Mon and CA kept DISABLED. Disabled 

COBS Hx mon cannot be used due to RW speeds 

glitches (incorrect acquisition).

FPSS sun presence

COBS Stdr 

Mon 24/25

Monitor FPSS sun 

presence

all Trigger ESR Disabled 

FPSS electronic 

Temperature

COBS Stdr 

Mon 20/21

Monitor FPSS 

electronic temperature

all Trigger ESR Disabled 

Standard Mon 

(others)

COBS STdrd 

Mon

Monitor a parameter all

Capability to trigger an onboard macro (possible to include 

TCMs in macro).

A COBS patch allows to use thermal ctrl circuits for Stdrd 

Mon.

Disabled After WSU, all modified parameters are lost.

Termal control COBS original all NA Enabled All channels settings are kept in context memory

Thermal monitoring COBS original Monitor temperatures all See ASW doc Enabled ??

Substitution heater 

mon

COBS original

Monitor LCL of Sub 

Heater

all See ASW doc Disabled

Expe LCL mon COBS original Monitor LCL of Expe all See ASW doc Disabled


12 Annex A3: Standard monitorings

	
	Entry
	Monitoring started

When?

Procedure?
	Parameters

Mnemonics 

(as defined in SDB)
	Parameter Description

and comments

	
	1
	Started at CAE A ON (CAEA_CHECK_GYROLESS)
	TT59
	CAE temperature; CAE A and CAE B switched OFF 

if temperature is too high

	
	2
	Started at Wheel spin up 

(RW123_CHECK_GYROLESS and RW_SWAP_GYROLESS)
	TT63
	WDE temperature; All WDE's power lines are switched 

OFF if temperature is too high

	
	3
	Started on launch pad.
	TT58
	SRTU temperature; Both SRTU lines are switched 

OFF if temperature is too high

	
	4
	Started on launch pad.
	TT60
	ARTU temperature; Both ARTU lines are switched 

OFF if temperature is too high

	
	5
	Started on launch pad.
	DTPRTUA
	PRTU temperature; Both PRTU lines are switched 

OFF if temperature is too high

	
	6
	Started at APME switch ON

(APME_ON)
	TT67
	APME temperature; Both APME are switched 

OFF if temperature is too high

	
	7
	Started at TRC1 switch ON

(TR_SBY)
	TT00
	Tape recorder 1 temperature; TRC1 is switched 

OFF if temperature is too high

	
	8
	To be started in case of SSR 

switch ON
	TT03
	SSR temperature; SSR is switched 

OFF if temperature is too high

	
	9
	Started on launch pad.
	TT51
	HPA 1 temperature; HPA 1 is switched 

OFF if temperature is too high

	
	10
	Started on launch pad.
	TT52
	HPA 2 temperature; HPA 2 is switched 

OFF if temperature is too high

	
	11
	Started at Wheel spin up 

(RW123_CHECK_GYROLESS and RW_SWAP_GYROLESS)
	ATWD01
	WDE channel 1 temperature; All WDE's power lines

are switched OFF if temperature is too high

	
	12
	Started at Wheel spin up 

(RW123_CHECK_GYROLESS and RW_SWAP_GYROLESS)
	ATWD02
	WDE channel 2 temperature; All WDE's power lines

are switched OFF if temperature is too high

	
	13
	Started at Wheel spin up 

(RW123_CHECK_GYROLESS and RW_SWAP_GYROLESS)
	ATWD03
	WDE channel 3 temperature; All WDE's power lines

are switched OFF if temperature is too high

	
	14
	Started at Wheel spin up 

(RW123_CHECK_GYROLESS and RW_SWAP_GYROLESS)
	ATWD04
	WDE channel 4 temperature; All WDE's power lines

are switched OFF if temperature is too high

	
	15
	Started on launch pad.
	TT68
	CDMU temperature; Both CDMU lines are switched 

OFF if temperature is too high


	Entry
	Monitoring started

When?

Procedure?
	Parameters

Mnemonics 

(as defined in SDB)
	Parameter Description

and comments

	16
	Used for EIT monitoring
	
	To reboot LASCO in case of anomaly ( sector wheel or temperature problem)

	17
	Used for LASCO monitoring
	
	To reboot LASCO in case of anomaly ( sector wheel or temperature problem) 

	18
	Free
	
	Deleted, due to HGA Z-axis stuck since May 2003

	19
	Free
	
	Deleted, due to HGA Z-axis stuck since May 2003

	20
	Started at FPSS switch ON

(FPSSA_ON_GYROLESS)
	QTR24
	FSE TRP 1 temperature; ESR is triggered  if temperature is too high

	21
	Started at FPSS switch ON

(FPSSA_ON_GYROLESS)
	QTR25
	FSE TRP 2 temperature; ESR is triggered if temperature is too high

	22
	Started at SSU switch ON

(SSUA_ON_GYROLESS)
	TT20
	SSU 1 TRP temperature; Both SSU are switched 

OFF if temperature is too high

	23
	Started at SSU switch ON

(SSUA_ON_GYROLESS)
	TT21
	SSU 2 TRP temperature; Both SSU are switched 

OFF if temperature is too high

	24
	Monitor only, if ACU packet type 2 or 3.2 are used
	AKFSYSP,AKFSZSP

( from AKFSSYZ)
	Replaces FSPAAD for ESR trigger  when off-pointing >2 °

Location: COBS buffer C0EE

	25
	Monitor only, if ACU packet type 2 or 3.2 are used
	AKFSYSP,AKFSZSP

( from AKFSSYZ
	Same as Ch 24, but location is C17A; for  ch 24 and ch.25 use:

mask 0011, min 0011, max 0011; filter 4; exec prof. 1000000000

	26
	Started at APME switch ON

(APME_ON)
	RTAPUHPN
	APME A hot point temperature; both APME are

switched OFF if temperature is too high.

	27
	Started at APME switch ON

(APME_ON)
	RTAPUHPR
	APME B hot point temperature; both APME are

switched OFF if temperature is too high.

	28
	Started on launch pad.
	DTCMA
	CDMU A temperature; Both CDMU lines are switched 

OFF if temperature is too high

	29
	Started on launch pad.
	DTCMB
	CDMU A temperature; Both CDMU lines are switched 

OFF if temperature is too high

	30
	Started when receiver 1 commanded coherent
	RSLOK1
	Receiver 1 Lock status ; Receiver 1 is commanded noncoherent and DHSS set to record when receiver 1 loses lock

	31
	Started when performing ranging
	RSLOK1
	Receiver 1 Lock status ; Receiver 1 is commanded coherent when receiver 1 gets lock

	32
	Used for automation
	RSLOK2
	Receiver 2 Lock Status: DHSS and MDI are commanded to record when receiver 2 loses lock

	33
	Used for automation
	DKSSADMP
	When SSR gets pretty full, Tape Recorder is switched ON and rewind

	34
	Used for automation
	DKSSADMP
	When SSR gets almost full, Tape Recorder is set into record and selected

	35
	CEPAC current
	
	if CEPAC current too high, switch OFF ERNE instrument and enable ERNE substitution heater


13 Annex A4: Threshold tuning table

Tuning table prepared by SOHO AOCS expert (M. Janvier).

13.1 During thruster maneuvers

Maximum torque of one thruster is 3.6Nm for pitch and 1.8Nm for Yaw (nominal branch).
SAS1-B monitoring thresholds at +-3° avoid having a complete shadowing effect on 1 SA section (when Yaw at 18°) if it reacts within 10 seconds.

[image: image7.emf]IYY 3200 Pich accel (T/I - rad/s²) 1.14E-03

IZZ 3600 Yaw accel (T/I - rad/s²) 4.98E-04

Acceleration phase up to FDIR threshold

Angle 0 Theshold (°) 3 0.05235983

Pitch 0 Time needed 9.6

yaw 0 Time needed 14.5

Maximum target excursion 18

Target angle at detection

Angle 0 Theshold (°) 9 0.1570795

Pitch 0 Time needed 16.6 (from zero)

yaw 0 Time needed 25.1 (from zero)

Pitch Reaction time 7.0

Yaw Reaction time 10.6


So SAS1-B standard monitorings are defined as (OCD 2?):
Channel 18 for SAS1-B alpha analogue (AXFD05).

Type = OBDH                                         TMF = 00F80EA0 hex
Mask = 00FF hex

min =     74 hex ( for -3°)                         MAX = 86 hex (for +3 °)
Filter = 2                                                  Execution profile = 0100001000

Macro = 000D hex (13 in decimal)

Channel 19 for SAS1-B beta analogue (AXFD06).

Type = OBDH                                         TMF = 00F80EA1 hex
Mask = 00FF hex

min =     74 hex ( for -3°)                        MAX = 86 hex (for +3 °)
Filter = 2                                                  Execution profile = 0001000010

Macro = 000D hex (13 in decimal)

13.2 Outside thruster maneuvers

Here maximum commanded torque of one wheel is 0.165Nm, more than 10 times smaller than the ones of thrusters. Therefore
Analysis below has been done for min/MAX Pitch and Yaw thresholds that correspond to SA section 2 being detected “ON the bus” twice (power reduction estimated to be between 7.5% and 20%). 
Nota: when a Yaw excursion has induced some shadowing effect, it would take a roll of 20 to 30° to remove this effect; which could not be happen in less than one minute. In other words, as soon as present, yaw shadowing effect will be observed for more than 30s and hence triggers the “section shunt” monitor.

[image: image8.emf]During routine ops or roll maneuvers

Nota:

wheels canted at 61.2° off X-axis

only RW2 on pitch axis

RW1 and RW3 on yaw axis

RW max torque = 0.165Nm

IYY 3200 Pich accel (T/I - rad/s²) 4.52E-05

IZZ 3600 Yaw accel (T/I - rad/s²) 8.03E-05

Acceleration phase up to FDIR threshold

Pitch Yaw

min Angle Theshold (°) 22 11

MAX Angle Theshold (°) 36 20

Power decrease

min Time needed 130.4 69.1

MAX Time needed 166.8 93.2

Reaction time 10.0 10.0

Pitch when ESR triggers 40 NA

Yaw when ESR triggers NA 25

7.5% to 20%


Overall MAX Yaw excursion is 25° (same value as when using CSPAAD).

During past cases of sun off-pointing, there were always angles excursions for both pitch and yaw (due to wheels torques and cross-coupling between axes). Therefore the MAX angle estimated for Pitch (36°) is a theoretical case; practically pitch angle will be smaller since off-pointing will be also on yaw.
The very worst case of wheel failure when spinning at 2000rpm corresponds to a rate of about 0.3°/s (if wheels stopped abruptly).
14 Annex A5: SOHO power subsystem

14.1 Power diagram

PISW1: short circuit current for section 1.

PISW2: working point current for section 8 (always on the bus).

[image: image9.emf]
14.2 Spacecraft dimensions

Nota: Pitch axis (Y) inverted between above “Power diagram” and below “S/C overview”.

[image: image10.emf]
14.3  Off-pointing effect table (including shadowing)

Total effect on power available from solar arrays: Shadowing (due to yaw), combined with off-pointing (induced by “pitch and yaw”) is presented below.
Due to instruments, the real shadowing effect can be larger than the one computed below (with only the PLM body).
A reduction of 12.5% corresponds to a loss of 1 section. In average there are between 2 and 3 sections in shunt, so we cannot lose more than 2 (Yellow is acceptable, Orange shall be avoided).
14.4 [image: image11.emf]42

74% 74% 74% 74% 72% 70% 68% 66% 63% 61% 58% 56% 53% 50% 48% 45% 42% 39% 36% 33% 30% 27%

40

77% 77% 76% 76% 74% 72% 70% 68% 65% 63% 60% 58% 55% 52% 49% 46% 43% 40% 37% 34% 31% 28%

38

79% 79% 79% 78% 77% 74% 72% 70% 67% 65% 62% 59% 57% 54% 51% 48% 45% 42% 39% 35% 32% 29%

36

81% 81% 81% 80% 79% 76% 74% 72% 69% 67% 64% 61% 58% 55% 52% 49% 46% 43% 40% 37% 33% 30%

34

83% 83% 83% 82% 81% 78% 76% 73% 71% 68% 66% 63% 60% 57% 54% 51% 47% 44% 41% 38% 34% 31%

32

85% 85% 85% 84% 82% 80% 78% 75% 73% 70% 67% 64% 61% 58% 55% 52% 49% 45% 42% 39% 35% 32%

30

87% 87% 86% 86% 84% 82% 79% 77% 74% 71% 69% 66% 63% 60% 56% 53% 50% 47% 43% 40% 36% 33%

28

88% 88% 88% 88% 86% 83% 81% 78% 76% 73% 70% 67% 64% 61% 58% 54% 51% 48% 44% 41% 37% 34%

26

90% 90% 90% 89% 87% 85% 82% 80% 77% 74% 71% 68% 65% 62% 59% 55% 52% 49% 45% 42% 38% 34%

24

91% 91% 91% 91% 89% 86% 84% 81% 78% 75% 73% 69% 66% 63% 60% 56% 53% 49% 46% 42% 39% 35%

22

93% 93% 92% 92% 90% 88% 85% 82% 80% 77% 74% 71% 67% 64% 61% 57% 54% 50% 47% 43% 39% 36%

20

94% 94% 94% 93% 91% 89% 86% 84% 81% 78% 75% 72% 68% 65% 62% 58% 55% 51% 47% 44% 40% 36%

18

95% 95% 95% 95% 92% 90% 87% 85% 82% 79% 76% 72% 69% 66% 62% 59% 55% 52% 48% 44% 41% 37%

16

96% 96% 96% 96% 93% 91% 88% 85% 83% 80% 76% 73% 70% 67% 63% 60% 56% 52% 49% 45% 41% 37%

14

97% 97% 97% 96% 94% 92% 89% 86% 83% 80% 77% 74% 71% 67% 64% 60% 57% 53% 49% 45% 42% 38%

12

98% 98% 98% 97% 95% 93% 90% 87% 84% 81% 78% 75% 71% 68% 64% 61% 57% 54% 50% 46% 42% 38%

10

98% 98% 98% 98% 96% 93% 90% 88% 85% 82% 78% 75% 72% 68% 65% 61% 58% 54% 50% 46% 42% 38%

8

99% 99% 99% 98% 96% 94% 91% 88% 85% 82% 79% 76% 72% 69% 65% 62% 58% 54% 50% 47% 43% 39%

6

99% 99% 99% 99% 97% 94% 91% 88% 86% 82% 79% 76% 73% 69% 66% 62% 58% 55% 51% 47% 43% 39%

4

100% 100% 100% 99% 97% 94% 92% 89% 86% 83% 80% 76% 73% 69% 66% 62% 59% 55% 51% 47% 43% 39%

2

100% 100% 100% 99% 97% 95% 92% 89% 86% 83% 80% 76% 73% 70% 66% 62% 59% 55% 51% 47% 43% 39%

0

100% 100% 100% 99% 97% 95% 92% 89% 86% 83% 80% 76% 73% 70% 66% 62% 59% 55% 51% 47% 43% 39%

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42

Yaw in degrees

Legend loss equivalent to less than 1 section

loss between 1 and 2 sections

loss greater than 2 sections

Pitch in degrees


15 Annex A6: SA parameters during past off-pointings

15.1 1998 June 25 (just before ESR-7)

As shown below, off-pointing starts by a positive Yaw excursion. With Yaw at +4°, PISW2 has decreased from 6.9 to 5.53A (hence by 20% which is more than the “projection effect” of 4° in Yaw and -2.8° in pitch (less than 1%)). This is due to shadowing effect on +Y solar wing; visible has a drastic decrease of PISW2 (it drops later to 0 when Yaw at +24°)

[image: image12.emf]ESR-7 SAS1-B angles, SA currents and Nb in shunt
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Due to shadowing effect and reduction of received sun-light, all SA sections are put on the bus (when yaw at +24° and pitch at -4.4°).

 With:

[image: image13.emf]S/C body height (m) 3.6

First SA section from S/C (m) 1.15

Last SA section from S/C (m) 2.65


Then, Shadowing effect can be estimated to start at:

[image: image14.emf]Yaw angle

Start of 1 section in the shadow (degres) 6.3

First section completely in shadow (degrees) 17.7

Start of shadowing effect on PISW1 36.4


Based on that, it was possible to estimate the total PISW2 decrease (due to both sun off-pointing and yaw angle), as shown below:

 [image: image15.emf]Yaw shadowing effect on SA
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Note the good correlation between PISW2 and computed value for section current.
The status of the last 3 SA sections is shown below.

The last section (PSSSW1) was put on the bus when:

· YAW at +24°

· Later on, when pitch at -45°

· And finally when pitch at 44° and yaw at 16.8°.

[image: image16.emf]ESR-7 SAS1-B angles, SA currents and Nb in shunt
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During the 6 minutes of off-pointing, no thermal effect is observed for top and lateral panels (temperatures are stable within +-0.5°C).
At the beginning of the off-pointing, first the 4 SA temperatures were steady for more than 4 minutes unti off-pointing reached 35°. Then they have all decreased by more than 10°C in less than 3 minutes, starting by the one that was in the S/C body shadow due to the positive Yaw excursion (PTGS1+Y).
At 15° off-pointing no change of SA temperature.

Overall SA temperatures reacts only for large off-pointing.

Reciprocally it means that for small off-pointing SA temperatures will be steady, therefore there will not be any “thermal effect” on the solar arrays performances.
[image: image17.emf]ESR-7 SA temperatures
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 Sun off-pointing effect on SA cells voltages appears to be amplified by shadowing effect.

However at the beginning of the off-pointing, with pitch at -2.8° and Yaw at 4°, PUGS1A is still unchanged at 1.02V and PUGS1B at 1.04V; both of them decreases 30 seconds later when pitch is at -4° and yaw at 24°.

[image: image18.emf]ESR-7 SAS1-B angles and SA cells
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15.2 1998 Sept 16

TM values, just before the sun repointing maneuver, have been processed to get better understanding of effect of pitch/yaw angles on SA currents and voltages. That day, SAS1-B pitch stayed between -1 and 13° whereas SAS1-B Yaw covered the whole range -48 to 48° due to the spacecraft spinning around this axis.

The plot of PISW2 vs Yaw show the shadowing effect, drastic above +6° and with a complete loss of one section at +15°.
[image: image19.emf]PISW2 vs AXFDO6 (YAW)
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Shadowing also visible on solar cells voltages. For some reason (may be local shadowing on one of the two cells),  SA cells voltages are not symmetric (expected to be according to “power diagram” above in §13.1):

[image: image20.emf]Solar Cells Voltages vs AXFDO6 (YAW)
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15.3 1999 Feb 14

Off-pointing limited to 5°, so very limited effect on SA currents/voltages.

[image: image21.emf]ESR-11 SAS1-B angles and SA currents/voltages
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[image: image22.emf]ESR-11 SA temperatures
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15.4  2002 Feb 5

Off-pointing limited to 5°, so very limited effect on SA currents/voltages (PUGS1A toggling between 0.978 and 0.958V).

[image: image23.emf]ESR-18 SAS1-B angles and SA currents/cells
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16 Annex A7: SA parameters in trend

Between 2000 and 2010, min, mean and MAX daily values are plotted below (for PISW2 daily fluctuations are within 2% of daily average).
[image: image24.emf]PISW2
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For past years, due to seasonal effect, PISW2 fluctuates between 5.1A and 5.6A (in 2011, monthly min at -3.6% of yearly average (worst case)).
[image: image25.emf]SOHO Solar Arrays Currents (A)
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For the past years numbers of SA sections in shunt is between 2 and 3 (daily average values).
[image: image27.emf]Main Bus min-MAX (A) and SA sections in shunt
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17 Annex A8: Contingency for “unexpected interrupted TM in low rate”

This contingency is aimed at covering the case of a “total power interruption” (2002-Feb event) that will induce a warm start-up and loss of attitude control.

Preconditions to be checked:

· spacecraft was previously in MR or HR TM (everything normal)

· and then TM was lost (due to possible short interruption and switch to LR)

· DSN ground stations report there is an “interrupted Low Rate TM signal”

· If possible check in “received TM packets” that:

· Warm startup occurred

· ACU is OFF or with ACU current below Red Limit (RLL=0.06A for AIACA)

· Send TC to trigger ESR

18 Annex A9: HGA antenna pattern

19 For an off-pointing of 4°, the loss is limited to 1dB.

20 Thresholds are: -7.2dB for mini Key Holes; -8.5dB for KH and -20dB for 34m KH.
21 Therefore 13° off-pointing degrades TM as during a 34m Key Hole.
22 [image: image29.emf]
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